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SUMMARY

Postulated impacts of large energy releases have been examined in
the Tight of existing technical information. The magnitudes of direct
atmospheric modifications have been estimated, and the ecological and
economic implications of the modifications have been explored.

Energy releases from energy centers (10 to 40 power plants at a
single site) and individual power plant clusters (1 to 4 power plants)
have been considered. In the atmosphere the energy will exist initially
as increased temperature (sensible heat), moisture (latent heat), and
air motion (kinetic energy). Addition of energy could result in increased
cloudiness and fog, and changed precipitation patterns. Potential sec-
ondary atmospheric impacts include decreased daytime and increased night-
time temperatures, early initiation of convective clouds, and increased
frequency of hail, Tightening and convective vortices.

Large energy releases may increase the temperature of the air by
a Celcius degree or more. The magnitude of the increase and the volume
of air affected would be functions of the cooling systems used. A large
energy center may produce a heat island that is capable of influencing
airflow and precipitation patterns; but it is unlikely that a single
cluster of power plants would significantly effect either. The moisture
released by evaporative cooling systems could result in increased cloudi-
ness and fog. A large energy center might increase precipitation amounts
by up to 30%, depending upon cooling systems used and the region of the
country. These increases might occur as far as 30 to 50 km from the energy
center. In general, the predicted atmospheric modifications would be
difficult to identify statistically because of dispersion and the natural
variability of atmospheric phenomena.

Alteration of the atmospheric energy balance by addition of heat and
moisture has ecological implications. Changes in atmospheric temperature,
humidity and direct solar radiation may result in changes in species
diversity and productivity within natural ecosystems and in changes in agri-
cultural productivity. In natural ecosystems, the responses to the various
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postulated atmospheric modifications tend to be offsetting. The response
to an increase in temperature would be countered by the response to a
decrease in direct solar radiation, etc. As a result, the net ecosystems
response to large energy releases would be highly site specific. Simi-
lar conclusions have been reached for agricultural responses. Specific
responses would be governed by species, region of the country and the
form in which the energy is released. They could be either positive or
negative. The direct physiological effects of the postulated atmos-
pheric changes on human and animal populations would be minimal. Humans
would, more probably, be affected by impacts restricting their activities.

A framework for economic analysis of the impacts of the postulated
atmospheric modifications was established on the basis of costs and
benefits. Willingness-to-pay was selected as the appropriate measure
for valuing each impact. The primary and secondary atmospheric modifica-
tions may affect recreation, transporation, and aesthetics as well as
agriculture and forestry. Economic values can be placed on some of the
effects. However, the willingness of people to pay to gain benefits
and avoid damages in many cases can only be determined through extensive
surveys. The economic consequences of a given energy release would be
highly site specific.
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POSTULTED WEATHER MODIFICATION EFFECTS
OF LARGE ENERGY RELEASES

1.0 INTRODUCTION
J.V. Ramsdell

A1l forms of thermal power production and many industrial prccesses
release energy to the environment. Inevitably this energy makes -ts way into
the atmosphere. It is appropriate to examine the direct impacts on the
atmosphere and the indirect impacts on ecosystems and economics a3 the mag-
nitudes of individual releases become larger. The purpose of this report is
to place the impacts that have been postulated in the literature, (e.g.,
Rotty, 1974; Hanna and Gifford, 1975), for large energy releases in perspec-
tive consistent with existing technical information. Changes in atmospheric
characteristics (temperature, moisture, wind, etc.) may or may not actually
occur. Assuming that they will occur, this report estimates the magnitude of
possible atmospheric impacts and their ecological and economic implications.

The impetus for this study was the exploration of the Nuclear Energy
Center concept as an alternative to dispersed power plant siting. The energy
center concept generally involves grouping 10 to 40 power plants on a common
site. The center may contain supporting fuel cycle facilities; however, the
major energy releases and atmospheric effects are expected to be associated
directly with power generation. Where models are used to estimate the magni-
tude of the atmospheric effects of energy centers, a 36 power plant center
producing 36,000 Mwe is assumed. The problems examined are independent of
origin of the energy. Energy releases of similar magnitude are associated
with large urban areas and many natural phenomena.

On a smaller scale, there is interest in the potential impacts of
energy releases from a single cluster of 1 to 4 power plants. The potential
impacts of these smaller energy releases have been estimated by linearly
scaling down the energy center impact estimates.



1.1 Neces:ity For Energy Releases

As lorg as thermal power plants are used for the production of electri-
cal energy, a significant portion of the thermal energy produced will be
released to the environment rather than converted to electrical energy. The
laws of the-modynamics which govern the thermal to electrical energy conver-
sion indicecze that 100% conversion efficiency is not possible or even approach-
able. With current conversion technology, fossil-fuel power plants can
attain abou: 40% efficiency; nuclear plant efficiencies are limited to about
33%. Advances in technology are not likely to significantly improve these
efficiencie:t. For example, the advanced design, high temperature, gas-cooled
nuclear powsr plants would only be expected to 1ncreése overall efficiency to
about 36%., The remaining energy, almost 2/3 of the total produced, would
still be rel=ased to the environment.

The thermal energy which remains following thermal-electrical conversion
is generally low grade (represented by small temperature differences). This
energy may n1ive some economic value, but it cannot efficiently be converted
to another enerjy form. Thus even if a use is found for the-energy, a large
portion will still be released to the environment; however, the energy release
will be spread over a wider area. Considering the cost of transporting low
grade energy and the large residual amount of this energy following thermal-
electrical conversion, it is improbable that much of it can be used.

>

1.2 Magnitude of Large Energy Releases

The magnitude of energy releases under consideration can be placed in
perspective using Figure 1.1 (Slinn, 1975) in which power (energy release rate)
is shown as a functica of area of release. Further perspective is provided
by considering the power used by an oven, the household appliance with the
largest energy use. I: has horizontal area of about 10'] m2 and uses about
10'2 Mwe; it therefore vould be located off the lower left-hand corner of
Figure 1.1. In contrast, the smallest energy release considered in this
study is that from a sincle 1000 Mwe power plant which is about 100,000 times
larger than from an oven. The areal extent of the release is approximately

1000 m?; is represented in Figure 1.1 by the single cooling tower.
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FIGURE 1.1. A Qualitative Plot of Power Dissipated by
Various Natural and Anthropogenic Activities
as a Function of Their Scale Size

The largest energy release considered is for an energy center or power
park comprised of 40 power plants each rated at 1000 Mw3. The areal extent
of the energy releases in an energy center is more than 40 times that for a

single power plant because of the spacing required between cooling systems to
maintain their efficiency.

The ratio of energy released to areal extent of the release is fre-
quently used to describe energy releases. Since the information on the
actual magnitudes of the release and the area is lost in these ratios, the
ratios must be evaluated by comparison with a standard. The standard chosen
most frequently is the solar energy flux at the earth's surface. For a
latitude of 45°N at the summer solstice, the noon solar flux on a clear day
is about 1073 Mw/mz. This flux is represented in Figure 1.1 by the line
labeled Solar Power. Those processes that have energy releases with higher
density than the solar flux would be located above the 1line; those with
lower density below it. Thus the energy density of the smallest release
under consideration is greater than that of incoming solar radiation, while
the largest releases have densities less than incident solar radiation.



1.3 Transfer of Energy To The Atmosphere

Energy released from power plants is transfered to the atmosphere by
three mechanisms; conduction, convection and thermal radiation. Conduction
and convection involve contact between the atmosphere and the power plant
cooling system; the energy transfer is accomplished by increases in air
temperature and moisture content at the cooling system. The dominant mecha-
nism depends upon atmospheric conditions and cooling system type. Thermal
radiation occurs as a result of the temperature of the cooling system. In
radiative transfer, the energy lost by the cooling system may be absorbed
by the atmosphere. This may occur in moist air near the earth's surface, or
in an upper level cloud layer. Or, the radiant energy may not be absorbed in
the atmosphere and therefore may be lost to space.

1.4 Atmospheric Effects of Energy Releases

The energy released by power plants may take several forms in the
atmosphere; increased temperature of the air (sensible heat); increased
moisture content (latent heat); increased atmospheric kinetic energy (wind);
and increased noise. The changes in the first three energy forms are gener-
ally considered to be the most important atmospheric effects of large energy
releases; these and secondary effects resulting from them are discussed in
detail in this report. Noise is not considered, but it may have some local
secondary effects.

The three direct atmospheric effects of energy release under considera-
tion can produce secondary atmospheric effects that may be more noticeable
than the direct effects. Among these secondary effects is an increase in the
frequency of cloudiness and fog, a direct result of increasing atmospheric
moisture. An increase in cloudiness could also be caused by warming the
atmosphere and initiating convective processes which lead to cloud formation.
An increase in cloudiness or fog will, in turn, alter the radiation balance
between the earth and the atmosphere resulting in decreased daytime tempera-
tures and increased nighttime temperatures. Large energy releases could
affect precipitation in several ways. An increase in the total amount of
precipitation might occur, but in many cases the precipitation would be
simply redistributed. If large energy releases initiate or enhance significant



convective activity, increased precipitation may be accompanied by hail and
lightning. Large energy releases may also contribute to formation of con-
centrated convective vortices.

1.5 Timing and Location of Atmospheric Effects

The specific atmospheric effects resulting from large energy releases
depend upon the natural climate of the region, the direction and distance
from the release, and the cooling system type and configuration. Many
postulated atmospheric effects would be difficult to distinguish from natu-
rally occurring phenomena, because they would occur under similar conditions
and would be lost within normal atmospheric variability. For example,
increases in fog might occur as earlier formation and later dissipation of
fog rather than increases in the total number of occurrences. Similarly,
additional convective activity might occur as earlier appearance of cumulus
clouds on those days on which they would naturally appear. In these cases
actual verification of predicted effects would be difficult, if not impossible.

Many atmospheric conditions that are susceptible to modification by
large energy releases are seasonal in nature. Both fog and the initiation
of cloud formations might be in this category in some regions of the country.
As a result both the type and timing of weather modifications tend to be
specific to the location of the energy release.

The effects discussed in this report are based on the assumption that
weather modifications are associated with particular wind directions. As a
result they tend toward maximum values. Lower values are likely, because of
wind direction variability. The effects are initially evaluated for a
maximum energy release from a large energy center or power park; when appro-
priate scaled down estimates are given for energy releases from isolated
clusters of 1 to 4 power plants.

The magnitudes of the postulated effects will vary with distance from
the point of energy release. Some are a maximum at the release point and
decrease rapidly with increasing distance. Fog near a cooling pond is an
example of this. In other cases, such as increased precipitation from
convective storms, the maximum effect would occur well downwind of the
energy source.



Weather is the state of the atmosphere at a specific time. Climate
refers to a statistical description of weather. C(limate involves long term
averages, seasonal and diurnal cycles, and random variability. Postulated
individual atmospheric impacts of large energy release are weather modifica-
tions. These may be readily observable such as a visible plume from a cooling
tower. Climate modification may occur if weather modification occurs; the
spatial and temporal distribution of the potential weather modifications
makes the magnitude of the accompanying climate modifications small. The
naturally occurring random variability of weather would make identification of
climate modifications resulting from large energy releases difficult. Possible
exceptions to this would be found near ground level release points.

1.6 Report Organization

The primary and secondary effects of energy releases are examined in
detail in Section 2, Atmospheric Effects of Large Energy Releases. Models
ranging from sophisticated cloud models to elementary box models are used to
provide semi-quantitative estimates of the potential atmospheric effects.
These models do not treat cooling system types explicitly. Therefore some
interpretation of the results is required to account for the variations of
effects resulting from the variation of cooling system types. Where fogging
increases are predicted, they are generally associated with Tow level evapora-
tive cooling systems (i.e., cooling ponds and spray ponds). If natural
draft cooling systems are used the fogging increase should generally be
interpreted as an increase in cloudiness. Increases in convective activity
are more properly associated with cooling towers than with cooling ponds.
The release of energy from all cooling systems will tend to produce a heat
island but the heat island may not be observable at ground level beyond the
immediate vicinity of the cooling system.

Section 3, Effects of Heat and Moisture Releases on the Biosphere,
considers the potential ecological impacts of potential weather modifica-
tions due to Targe energy releases. These ecological effects discussed will
not be widespread, but will occur in relatively small areas downwind of
release point. Some of the postulated weather modifications would be expec-
ted to be associated with specific wind directions, others would not.



Evaluation of the ecological effects of weather modification is complicated by
regional variations in the response of a single species to the same modifica-
tion and differing responses of various species within a region. With this
variability it is difficult to describe potential atmospheric modifications as
either beneficial or adverse. The approach taken in this report is to provide
estimates of the ecological effects for representative species for a variety
of regions throughout the country.

In Section 4, Economic Effects of Large Energy Releases, several aspects
of the economic consequences of large releases of energy to the atmosphere are
discussed in theoretical and methodological terms. The section also discusses
means for obtaining the additional information required for complete analysis.
However, complete economic analysis of the consequences of large energy
releases cannot be made until specific energy release sites are known or
cross-sectional data are developed, and detailed atmospheric and ecological
evaluations are completed.

The evaluation of economic consequences requires not only that all the
ecological consequences of the weather modification be known, but also that
monetary values be placed on the human responses to the modifications. How-
ever, a substantial body of environmental theory exists that provides the
rationale to address this. These evaluations must be completed and combined
before economical consequences can be termed either beneficial or adverse
for society.
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2.0 ATMOSPHERIC EFFECTS OF LARGE ENERGY RELEASES
B.C. Scott and M.M. Orgill

The atmosphere can transform, transfer, and dispose of excess energy
through mechanisms extending from global scale circulations and radiative
transfer through convection and latent heat release to molecular scale tur-
bulent transport. When attempting to evaluate the local and regional conse-
quences of vast quantities of energy rejected from large energy centers, it
quickly becomes apparent that the dissipation mechanisms will interact over
several scales of motion, from synoptic scale extratropical cyclones to
molecular scale turbulent transport. Previous authors (e.g., Slinn, 1975;
Hanna and Gifford, 1975; Rotty, 1974) have sought to establish analogies
between natural dissipation mechanisms and proposed energy center configura-
tions in order to predict the impact of energy released from an energy center.
Such analogies are presently the only feasible way to forecast the conse-
quences of releasing the massive quantities of heat and moisture into the
atmosphere. Current numerical models are, in general, inadequate for detailed
prediction of contributions to cloudiness (with the possible exception of
fog), precipitation and atmospheric motions that result from large energy
releases.

2.1 Postulated Atmospheric Effects of Energy Releases

If we envision a large 30,000 to 40,000 Mwe energy center, occupying an
area between 35 km2 and 400 km2, composed of clusters of 3 to 4 1000 Mwe
reactors and separated from neighboring clusters by a few kilometers, then we
can begin to estimate the magnitudes of the induced perturbations. The total
energy rejected from such a site is comparable to the energy emitted by large
cities (Hanna and Gifford, 1975). However, the energy emitted per unit area
is far greater for a large energy center than for a large city. A 40,000 Mwe
energy center may occupy roughly the same area as Washington, DC, but will
require the dissipation of approximately eight times as much energy (Koenig
and Bhumralkar, 1974). C(Cities, however, expel most of their energy in sen-
sible heat form (Koenig and Bhumralkar, 1974), while an energy center using
evaporative cooling systems extensively may release as much as 80% of its
rejected energy by evaporation of water (Ramsdell, 1977). Even so, the



sensible heat flux from large cities and large energy centers will be compar-
able in magnitude. The meteorological consequences of sensible heat flux from
a large energy center can be expected to be similar to those produced by a
large city. The additional energy emitted as latent heat from a large energy
center will only amplify the expected consequences.

Estimation of the meteorological effects of energy releases through
analogy between power generating facilities and cities is not valid when the
facility consists of a singie cluster of a few (1 to 4) 1000 Mwe power plants.
Compared with a large energy center, the area impacted by a cluster of 1 to 4
power plants will be vastly reduced and the heat flux will be greater. The
potential modification of meteorological phenomena will be Timited to an
occasional cloud or long plume and to fogging.

Although the energy fluxes of a city and a large energy center are compar-
able, differences between the two make direct comparisons dubious. The most
notable difference is in surface roughness. Frictionally-induced regions of
convergence and divergence can be as important in producing the observed
meteorological anomalies near large cities as other factors. It is not at all
obvious that a Targe energy center will present a barrier to the prevailing
winds as do cities. Certainly a cluster of one to four power plants will have
insignificant effects on the prevailing air flow patterns.

A second major difference between energy centers and cities involves land
use, and in particular the discharge of aerosol and gaseous pollutants. Large
cities tend to produce increases in precipitation downwind from the city (for
example, see Changnon and Huff, 1973). Just how this precipitation increase
is related to the aerosol loading of the city atmosphere is uncertain. The
energy center is not expected to discharge large quantities of aerosol into
the atmosphere.

2.1.1 Magnitude of the Energy Center Induced Temperature Perturbations

The air above an energy center can be expected to consist of plumes of
warm air which eventually tilt in the direction of the prevailing wind and
may merge with each other to produce a volume of air heated above the sur-
rounding undisturbed environment. We can estimate the heating by applying the
first Taw of thermodynamics in the form

10



h=me 2T, (2.1)
(a)

product of air density times the volume of air heated in time At. For these

Here m is the mass of air heated by the energy center and is defined as the
estimates, we assume that the volume of heated air can be represented by the
box illustrated in Figure 2.1. The depth, Ah, of the heated volume is repre-
sented by the approximate depth of the mixing layer, and the width, Ay, is
represented by the dimension of the energy center normal to the wind. The
length, uAt, of the heated volume is variable and depends upon the wind speed.
With this configuration in mind, the mass of the air heated by an energy

center can then be defined as m = pAhAy(uAt). Thus,

___h
AT = ooy (2.2)

By assuming the depth of the heated volume is 1 km, the width of the center
!, for 36 plants of 1000 M, each,

0.3 < AT < 1.74C°. The variation in AT comes from assuming that the sensible

is 10 km, the wind speed is 5 m s~

heat release may vary between 20 and 80% of the total rejected energy output.
If a cluster of 4 power plants on 4 km2 of land is assumed, the above for-
mula yields temperature changes of 0.2 < AT < 0.6C°. Naturally these values
of AT are only estimates; the product uAhAy can easily vary by a factor of
two. This simple box model assumes uniform, instantaneous mixing of the air
receiving the exhaust. In reality regions of warmer and cooler air would
exist in the box.

Temperature perturbations as small as 1C° can initiate both moist and dry
convection. Thus we find that the predicted temperature variation for the
large (36,000 Mwe) energy center is meteorologically significant. However, as
the number of 1000 Mwe power units is reduced to four, the induced temperature
perturbation decreases to the point where it becomes smaller than natural
fluctuations.

Za)Other‘ symbols are defined in Appendix A.

11



FIGURE 2.1. Geometry of the Volume Heated
by an Energy Center

2.1.2 Formation of a Heat Island

The energy released from a large energy center will likely produce what
is commonly called a heat island or thermal mountain (Malkus, 1963) where the
upward heat flux causes motions that closely resemble flow over a mountain
ridge. Malkus and Stern (1952) have used a linear model to predict that the
crest of this "thermal mountain" is located slightly downwind from the down-
wind edge of the heat source and that the magnitude of the "mountain" depends
upon the magnitude of the surface temperature perturbation and the undisturbed
atmospheric lapse rate. In general, their analysis predicts the mountain
height to be approximately one half as high in kilometers as the surface

12



perturbation is in degrees Celcius. Thus, if this linear theory is appro-
priate, a large energy center could produce a thermal mountain ranging in
height from 200 to 1000 m.

The more recent numerical modeling of Vukovich et al., (1976) applied a
complete set of dynamic equations to synoptic conditions frequently encoun-
tered at St. Louis. They found that for a surface temperature perturbation of
approximately 2°C, the top of the positive thermal perturbation was near 300 m
and that vertical velocity perturbations extended to about 1.2 km. Their
study also illustrated that as the wind speed increased, the intensity of the
heat island circulation decreased and the heat plume associated with the heat

island extended further downwind.

The observations presented by Dettwiller and Changnon (1976) support both
of the above studies. They found that for midday surface perturbations of
1 to 3C°, the heat island of St. Louis often extended 500 to 1500 m above the

city.

The above theoretical and observational studies imply that a large energy
center will have a detectable impact on a local scale. At the véry least, the
"thermal mountain" produced by a large energy center can deflect air up, over
and around the sides of the "mountain" resulting in low level convergence,
upward vertical motion and enhanced cloudiness and precipitation. Enhanced
precipitation will result either from stimulated convective activity or from
increased frontal precipitation. By contrast, a cluster of one to four reactors
would not produce a heat island of any consequence because the initial extent
of the heat island is small and the temperature perturbation decreases rapidly

as the area increases.

2.1.3 Initiation of Convective Clouds

Cumulus clouds associated with individual cooling tower plumes in an
energy center will be readily detectable by the general public. Such clouds
are occasionally observed now from existing 1000 and 2000 MWe facilities

(Spurr, 1974; Oak Ridge Staff, 1974) and can, in general, be predicted on a

daily basis with simple one-dimensional cloud models. More complex models
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show that under certain conditions, the heat and moisture source from an
entire energy center will also readily produce convective clouds (e.g., see
Hane and Drake, 1976). However it is not clear that the formation of a cloud
through enhanced low level buoyancy or forced 1ifting will result in increased
precipitation. The actual formation of a cloud depends roughly on the height
of the 1ifting condensation level (LCL), and whether or not there is positive
buoyancy when the LCL is reached. For example, a 3.1 km LCL is not likely to
be reached by a buoyant element originating at the surface and mixing with the
environment as it ascends; particularly if there is any horizontal wind or if
the ambient atmosphere is even slightly stable. Given the necessary input
conditions, existing one-dimensional Lagrangian cumulus models (e.g., Weinstein,
1970) appear to predict the initial cloud formation stage adequately. Their
prediction of subsequent cloud growth and precipitation formation are consider-
ably more suspect (Scott, 1976) because of the parameterization of cloud
microphysics. By adjusting constants in the parameterization, signficantly
different results can be predicted.

Other factors are important in determining convective cloud and precipita-
tion formation. The temperature of cloud base (and therefore its height) are
related to the probability of precipitation. At colder temperatures less
water is available to be condensed. If the same number of cloud condensation
nuclei are available at the cloud bases of two different clouds, then in the
cloud with the colder base the droplets will be smaller and will take longer
to grow to precipitation size (if other conditions are equal). Thus, there is
an implied seasonal and latitudinal dependence on convective cloud formation;
such a dependence will be apparent at most power parks.

The ambient aerosol number concentration and size distribution are also
important in precipitation formation. A continental aerosol size distribution
will enable a prolific production of cloud droplets compared to a maritime
size distribution. However, large numbers of cloud droplets are detrimental
to precipitation production because the time required to grow precipitation-
sized drops is greatly increased. Subsequently, in order for precipitation to
form, continental clouds must extend much higher than maritime clouds to allow

time for the greater in-cloud growth. For example, Petterson (1956) presents
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results indicating convective clouds in England had to reach 4.6 km to have a
50% precipitation probability, while Battan and Braham (1956) found that
convective continental clouds over the central United States had to extend to
7.6 km before they had the same probability.

Malkus (1963) emphasizes that an important feature in precipitation
development is how long a precipitation particle has to develop in a cloud.
Thus, precipitation could theoretically develop from a sufficiently long
plume. However, in the absence of any vertical ascent, cloud supersaturation
with respect to water would be near zero and all but ice particles would be
unable to grow large enough to fall (maximum ice particle growth would occur

at temperatures near -12°C).

An important feature implicit in these "cloud depth" discussions is the
preexistence of an unstable or conditionally unstable atmosphere. No measurable
amounts of 1liquid precipitation will be produced until the plumes from cooling
devices trigger (or release) the natural instability in the atmosphere.
Natural cloud initiation mechanisms such as turbulent eddies have size
scales and temperature/moisture perturbations similar to the perturbations
expected from a cluster of cooling devices (see for example, Kaimel and
Businger, 1970). Thus, it is probable that convective activity will
only be initiated on days when there are (or will be) naturally occurring
convective clouds. The energy center may produce convection sooner in
the day and prolong it into the nighttime hours. Indeed, such effects
have already been documented at 2000 MWe sites in England (Spurr, 1974).

The recent modeling efforts of Hane and Drake (1976) have also indicated
that convective precipitation can be enhanced by up to 10% if the clouds
happen to advect over a large (40,000 MWe) energy center. As in the above
discussions, we would expect the magnitude of the enhancement to depend strongly
upon atmospheric stability, temperature at cloud base and cloud top, and the
colloidal stability of the cloud (input aerosol size distribution).
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2.1.3.1 Prediction of Convective Activity with Existing Cloud Models

A major difficulty in predicting the frequency and intensity of convective
activity initiated by an energy center with simple cloud models is the current
inability of such models to describe how individual plumes will interact
downwind from their origin. Existing one-dimensional models (e.g., Weinstein
and Davis, 1968; Simpson and Wiggert, 1969) require the initial cloud radius
as input data. Such data is simply not available. The resultant calculations
from models are also extremely sensitive to the magnitude of the initial
temperature and moisture perturbations, and to the time-dependent radial
dimensions of the cloud (Soong, 1974; Lopez, 1973). Again if plume merging is
not described, such information is not available.

The results from one-dimensional models depend on the choice of atmos-
pheric temperature and moisture profiles. For example, Boyack and Kearney
(1973) claim to have selected atmospheric profiles typical of stability
and moisture conditions in which natural convective showers and thunderstorms
occur. Based upon these profiles, and using the one-dimensional Weinstein-
Davis (1968) model, they concluded that plumes from a 1000 MWe dry cooling
tower were not T1ikely to produce large clouds. Unfortunately of the twelve
profiles selected, only one truly represented an air mass in which surface-
initiated convective activity was occurring. Their model predicted cloud
formation for only this one situation. Thus, their choice of eleven unrepre-
sentative profiles may have seriously biased their conclusions.

The formulas of Briggs (1969) and Hanna (1972) are among the simpler and
more popular quasi-empirical relationships used to predict plume rise from
cooling towers. Recently, however, evidence has begun to appear suggesting
that these formulas are not adequate to describe the behavior of merged plumes
from larger power facilities. Brennan et al. (1976a), for example, report
that at the Amos plant near Charleston, W. Virgina (power output between 1000
and 2900 MWe) no relationships were found between heat release and plume rise,
or wind speed and plume rise despite the theoretically predicted relationships

in the Briggs and Hanna formulas.




Once a power plant has triggered convective clouds, additional features
should be considered when trying to predict subsequent cloud growth. Hill
(1974) found that certain larger, randomly positioned clouds developed circu-
lation patterns which were able to draw in surrounding smaller clouds, which
ultimately merged with the larger clouds. Wind shear also is part of convec-
tive cloud development. Schlesinger (1972) stressed the importance of ver-
tical shear of the horizontal wind in determining the intensity of convective
activity. In general, he found that shallow convection is suppressed by
vertical shears in the horizontal wind, and as the magnitude of the wind shear
increases, the intensity and duration of deep convection varies according to
moisture supply. No simple convective cloud model can adequately handle any
of these features.

A few final points must be considered in our discussion of potential
cumulus cloud development. First, if a heat island is formed, it is likely
that the induced air flow patterns will produce lines of convergence which
will be intensified by local topographical features. Such convergence lines
are produced in the three-dimensional mesoscale model of St. Louis by Vukovich
et al., (1976). Convective clouds need not have their origins directly asso-
ciated with clusters of (or individual) cooling devices. The clouds will form
in confluent zones determined by the rejected energy output, the local topo-
graphy and the prevailing wind velocity. Trying to predict frequency of
enhanced convective cloud development due to a large energy center with simple
one-dimensional cumulus cloud or plume rise models is futile. Similarily, the
prediction of enhanced convective activity at sites containing only a few
power units will be meaningless if plume merging possibilities are not ade-

quately incorporated.

2.1.3.2 Potential Precipitation Reduction

It is possible that a large energy center could reduce regional pre-
cipitation. Conservation of mass requires compensating subsidence in the
areas surrounding convective activity. It is possible that this subsidence
will suppress the convection and precipitation that would have developed
naturally. Additionally, if the energy center acts as a mountain barrier then
the enhanced precipitation at the local power park site could result in
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detectable precipitation decreases at points well downwind. The ratio of observed

precipitation to that potentially available has been estimated to be about 0.2
for natural orographic systems (E1liot and Hovind, 1964; Young, 1974). Thus,
if the downwind sites were sufficiently close so that lateral and vertical
mixing and convergence of moisture could not replenish the moisture lost on
the energy center "thermal mountain" then downwind decreases of precipitation
of up to 20% would be detectable. Small energy center sites containing one to
four reactors are not likely to produce any barrier effect; thus, downwind
decreases in precipitation should not occur.

2.1.4 Increased Moisture

An increase in moisture resulting from energy production would have
many effects, which are separated and discussed below.

2.1.4.1 Magnitude of the Moisture Perturbation

By again applying the first law of thermodynamics, we find that if the
energy released by a power plant is used to evaporate water, then the
change in water content of the air (Aw) is given by

___h
For example, if we let h vary between 20% and 80% of the total rejected

energy output of a 36,000 MWe energy center, we find that for Ah = 1 km,
Ay = 10 km and u = 5 m s'],

3 -1

0.1 x 1073 < Aw < 0.4 x 1073 g g™ . (2.4)

2.1.4.2 Moisture Effect on Human Comfort

A postulated effect of some concern is the potential increase in
human discomfort due to moisture increases. Relative humidity, RH, combined
with temperature, is often assumed to be a measure of comfort. For the
definition of relative humidity (RH = 100 w/ws) we can show that deviations

in relative humidity are given by

RHm L AT . (2.5)
2

_ 100 Aw p
ARH = -
.622 eS R* T
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That is, deviations in humidity depend upon both temperature and moisture
perturbations. The above expression for ARH is used to obtain Figure 2.2
which illustrates typical RH changes expected for a 36,000 MWe energy
center rejecting heat into the hypothetical box discussed in Section 2.1.1.

For those cooling systems where most of the rejected heat is in
sensible heat form, the AT term dominates for T > 0°C, and the humidity
drops. At colder temperatures even the addition of small quantitigs of
water is sufficient to increase the humidity in spite of a concurrent
temperature increase. However, the most notable feature of Figure 2.2 is
that the total humidity variation is small (less than 2% for -10° < T < 35°C)
when most of the rejected heat is in sensible heat form.
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FIGURE 2.2. Change in Relative Humidity with Temperature for
a 36,000 MWe Energy Center and an Initial Relative
Humidity of 40%.
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When the cooling system releases most of the rejected heat in
latent form, the large quantity of water vapor enables the Aw term to
dominate for all T < 35°C, and humidity increases. However, for moder-
ate temperatures, relative humidity variations are still quite small and
amount to less than 5% for T > 10°C.

When a cluster of four 1000 MWe power plants is considered (occupying
a 2 km x 2 km area) humidity variations are about half the values obtained
from the large energy center. However, the area affected by this four unit
cluster is considerably smaller than the area perturbed by the 36 unit
center. Under most conditions, and in the absence of ciouds, the
humidity "plume" from the four unit cluster would be difficult to detect
downwind from the sources.

Since both heat and moisture are being added to the atmosphere there
will be a potential for some increase in human discomfort, particularly
when the temperature is greater than 20°C. A widely used discomfort form-
ula for hot, humid weather (the temperature-humidity index or THI) indicates
minor increases in discomfort; the THI increases by less than 1.0 F° as a
result of energy discharge from the large energy center. Even smaller
changes in THI occur when the energy center is scaled down to four or fewer
power plants. The THI increase also varies by a few tenths of a degree
depending on the type of cooling system; i.e., whether the rejected heat
is in sensible or latent form.

2.1.4.3 Solar and Terrestrial Radjative Effects

Another postulated effect of enhancing the moisture content of the
boundary layer is the potential modification of the local balance between
solar and terrestrial radiation. Rotty (1974), for example, quotes
Landsberg (1962) in claiming urban decreases of 20% in the total radiation
reaching the surface. It is probable that the majority of this reduction
can be attributed to the urban aerosol, but other factors may contribute.
Several simulations were performed with a long wave radiative flux model
developed by Scott (1970) to determine the consequences of adding water

vapor to the lowest km of the atmosphere. Adding 1 g kg—] to the lowest

km of a cloud-free atmosphere caused insignificant changes in the cooling
rate (<0.2°C day']).
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It is likely, however, that more significant changes in radiative flux
would be produced if the moisture addition resulted in appreciabie cloudi-
ness. Should the plumes from a large energy center rise into a stable atmos-
phere, merge, and then be confined to a 1imited area by, say, topographical
features, an extensive stratiform layer could form. In such instances, the
cloud layer could actually emit sufficient longwave radiation to increase
temperatures at the surface during hours of darkness. Such an effect
could occur even with an individual power unit if the unit was located
at a site where natural ventilation was poor (e.g., a deep valley).

2.1.4.4 Generation of Clouds and Plumes

Extensive cloudiness need not be produced by the merging of visible
plumes from individual sources. To illustrate, turbulent mixing can
often transform the lower layers of a stable atmosphere into a neutral
atmosphere. The subsequent cooling and increased moisture content aloft
often result in a layer of stratiform clouds (LeBlanc and Brundidge,
1969). Whether such a process can occur because of energy releases at a
large energy center remains to be demonstrated.

It is not immediately obvious what effect additional moisture input
will have on the initiation of convective clouds. If the total output
energy is fixed, increased contributions from latent energy reduces the
intial updraft velocity but lowers the LCL. Thus, if a power plant
plume has positive buoyancy at the LCL or sufficient momentum to penetrate
a capping inversion, the resultant cloud will have a lower, warmer cloud
base (more water available to be condensed) and will be potentially
thicker (more time for hydrometeor growth) than a plume generated entirely
from sensible heat output. However, the question of buoyancy at the LCL
depends strongly on plume radius which is dependent upon how the neighboring
plumes interact. Additional insight to the effects of moisture and heat
on plume rise awaits an adequate plume merging theory.

The persistency of plumes from cooling towers has been found to be
directly related to the saturation deficit at the height of the plumes
(Brennan et al., 1976b; Barber et al., 1974). In general, plumes can be
expected to be short in the summer and more persistent in the winter. Martin
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(1974) found that plume Tengths at Ratcliffe, England, a 2000 MWe site,
extended less than 1 km from the source on about 80% of the occasions, while
Brennan et al. (1976b) noted that if the saturation deficits at the Amos
site (1000-2900 MWe) were < 1.0 g m'3, plumes could extend out to distances
of 10 km and occasionally to 30 km.

2.1.4.5 Fog Production

Probably the most certain result of increased moisture content in the
lower atmosphere is the enhanced probability of fog. Fog is a local problem;
its duration, intensity, extent and frequency depend upon local topography,
nearness to natural moisture sources, depth of mixing, and time of year.

If an energy center is located in a region where natural fogs frequently
occur during some period of the year, increases in fog frequency and inten-
sity will be virtually assured if low-level evaporative cooling mechanisms
(e.g., cooling ponds, mechanical draft cooling towers) are used (Spurr, 1974).
Ramsdell et al. (1976), for example, predict a doubling in the total fog
hours and a four-fold increase in hours with visibility 1/16 mile for cer-
tain combinations of cooling devices in a conceptual study of a Nuclear
Energy Center at Hanford, WA. Where natural draft cooling towers are used,
relatively little additional fog will result because the cooling tower
plumes will nearly always remain above the surface (Spurr, 1974; McVehil,
1971; Brennan et al., 1976b).

Studies evaluating the impact of fog formation and enhancement at
local sites should be approached with great caution. The most favorable
conditions for natural fog formation are when the winds are 1ight and the
nights are clear and long. If emissions by cooling mechanisms do increase
the fog impact, it will most likely be during these periods. Enhanced fog
impact will occur because the fog forms sooner, dissipates later and is
denser than the natural fog. Climatological studies trying to pinpoint
"downwind" regions of impact should restrict their wind data sample so that
it represents periods when natural fog is likely to occur. Also, the influ-
ence of local terrain on regional flow patterns becomes important because
fog is likely to form during periods of light winds and high stability.
Gaussian plume models which neglect the probable channeling of local air
flow during the meterorological conditions will likely generate fictitious
predictions of regions of impact.
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2.1.5 Concentration of Vorticity

Vorticity is the tendency of a fluid to rotate. Hanna and Gifford
(1975), Briggs (1975), Koenig and Bhumralkar (1974), and Czapski (1968)
have suggested that the release of large quantities of energy to the atmos-
phere may be sufficient to concentrate natural atmospheric vorticity into
organized convective vortices. Dust devils, waterspouts and tornadoes are
examples of natural convective vortices. Certain basic atmospheric condi-
tions are usually necessary for vortex formation, but the physical mecha-
nisms for their generation vary; the following sections examine those atmos-
pheric characteristics associated with the formation of convective vortices.

2.1.5.1 Atmospheric Conditions Favoring Vorticity Concentration

Concentrated vortices cannot form in a vorticity-free fluid (Leslie,
et al., 1970); they must be generated locally or be produced by amplifica-
tion of natural atmospheric vorticity. Bergman (1970), Bode, et al., (1975)
and others have indicated that buoyancy and ambient rotation are prereq-
uisitites but not sufficient conditions for concentrated vortex formation.
A more extensive list of environmental factors important in vortex forma-
tion is given by Morton (1966 and 1969).

Convective vortices may be sustained only if the buoyancy and natural
ambient vorticity lie within certain limits. If the buoyancy is too large,
rotation plays a minor role in the flow behavior. If it is too small, the
motion is strongly inhibited by rotation except near the source of the
buoyancy. Briggs (1975) and Bergman (1970) have developed criteria for
formation of convective vortices based on the ratio between the vertical
velocity of the rising fluid and the tangential velocity of surrounding
fluid, but these criteria are too general and do not consider important
factors in vortex formation. Factors considered important by Morton and
not considered in the criteria of Briggs and Bergman include atmospheric
turbulence and the wind profile.

The probability of severe concentrated vortex development increases
with enhanced development of large convective clouds and thunderstorms.

Morton (1969) indicates that unobserved incipient or weak convective
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vortices may be present in many thunderstorms. Large sensible and latent
heat releases could combine with atmospheric conditions associated with
thunderstorms to augment or trigger this vortex development.

2.1.5.2 Vorticity Concentration by Natural and Industrial Energy Releases

It is common to compare the energy releases projected for large
electrical energy production facilities with natural and other man-made
heat releases, including those from urban areas; the amount of energy
released from these sources is similar. Concentrated convective vortices
have been associated with both volcanoes and forest fires, though the
release of large amounts of energy does not imply the formation of convec-
tive vortices. Each analogy must be examined carefully to determine the
degree of applicability to large energy releases in power production.

In some respects a plume of sensible and latent heat from an energy
center is similar to a volcanic plume. Both plumes interact with the wind
and have the potential to initiate convective cloud formation. However,
volcanic plumes have internal sources of buoyancy and energy such as high
velocity steam jets (3_100 m']s) not found in an energy center plume. These
volcanic energy sources are not symmetrical and probably account, in large
measure, for the development of the convective vortices associated with
volcanoes. To the extent that the internal energy sources of volcanic
plumes are responsible for convective vortices this analogy is inappropriate.

Estimated energy release rates in large forest fires are approximately
the same magnitude as potential energy release rates from large energy
centers. Forest fires are known to trigger convective activity which
results in well-developed cumulus clouds. These fires are often associated
with convective vortices during unstable atmospheric conditions (Morton,
1969; Graham, 1955; Taylor and Williams, 1968; Glaser, 1957; Lee and
Hellman, 1974). As a result an analogy is frequently made between forest
fires and energy centers to indicate potential vorticity concentration by
energy releases from energy centers.

The physical environment of a fire contains pronounced asymmetries in
the energy release that apparently favor vortex formation. The convective
column can be so concentrated that entrainment or mixing with surrounding
air does not disturb the plume significantly (Taylor, et al., 1973).
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Many aspects of thermal plumes from large fires differ from plumes
which might come from an energy center, although the total energy may be
similar. First, a fire is an intense source of sensible heat which develops
an extremely strong convective column and is fed by a significant converging
air flow from surrounding areas. Under normal ambient wind conditions, it
is doubtful that cooling systems associated with an energy center could
develop an organized large scale convergence of the air flow. Studies of
air flow in the vicinity of isolated cooling towers (Boyack and Kearney,
1973) indicate that induced air flow during calm ambient winds may have

1

inward velocities of about 2 ms ' at a distance of 21 m from the towers. At

distances of more than 150 m air movement at ground level may be undetectable.

The analogy between energy releases from urban areas and energy centers
has already been described. Generally urban areas have been credited with
triggering increased convective activity including thunderstorms and hail.
This increased convective activity may be associated with some increase in
severe winds, but it has not been explicitly associated with increases in
the frequency or magnitude of convectfve vortices. In two instances
(Hoddinott, 1960 and Stout, 1961), however, industrial activity including
large heat releases has been associated with isolated convective clouds
and convective vortices.

The analyses described all have a common weakness, in that each of the
energy releases compared with the energy center release is accompanied by a
release of particulates which can act as condensation nuclei. Huff and
Changnon (1973) indicate that in urban areas there is a slightly more
evidence to 1ink the energy release with the observed mcdifications than
there is to Tink the particulate releases. However, they also indicate
that the relative importance of the two releases cannot be quantitatively
defined from their studies.

2.1.5.3 Experience at Existing Power Plants

Although enerQy ;enters do not exist and individual clusters do

not release energy at the upper end of the range we are considering, energy . . ..

is released at lower levels. O0Often the energy.re1eases are distributed
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over wide areas using large bodies of water; thus, the density of the
energy releases is low enough that induced vertical motions in the
atmosphere are small and concentration of vorticity is negligible.
However, in many instances cooling towers are used. In these cases the
energy release density is relatively high and significant atmospheric
vertical motions may be induced. If the induced vertical motjons are of
an appropriate magnitude relative to existing atmospheric vorticity the
energy release may contribute to the concentration of the vorticity.

Experience with single and small clusters of cooling towers shows
that the plumes have not generated signifcant concentrated convective
vortices. In England the Central Electricity Generating Board (Spurr,
1974; Spurr and Scriven, 1975) has approximately 50 years of cooling
tower operating experience with no reported instances of significant
vortex development. Experience in the Federal Republic of Germany
(Bartels and Casper, 1975) is similar to that in England. No concentrated
vortex development has been reported in cooling tower studies conducted
in the United States.

2.2 Consequences of the Postulated Impacts

In Section 2.1 the nature of various postulated atmospheric impacts
of large energy release was examined. This examination included estimation
of typical magnitudes for the potential atmospheric modifications. In
Section 2.2 the implications of these modifications will be examined in
more details.

2.2.1 Enhancement of Cloudiness and Precipitation

A large energy center occupying approximately 100 km2 or less and

generating approximately 36,000 MWe of power is expected to have a measurable
impact on the surrounding environment. At the very least a heat island or
thermal mountain will be produced which will increase cloudiness and pre-
cipitation by triggering convective activity and enhancing existing cloud
systems. Individual clusters of reactors are expected to produce continuous

plumes which will generally evaporate within a few km of the source, but
may occasionally extend to 15 km downwind from the source. Long strings or
streets of convective clouds similar to those discussed by Malkus (1963)
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and LeMone (1973) may also originate from the power park. Malkus (1963)
observed such cloud streets to extend greater than 12 km from a small

(50 kmz), natural heat island source.

Although daily and even hourly variations in the lateral and longitu-
dinal extent will occur because of the strong dependence on environment
conditions, both the cloud plumes and street will generally be about 0.5 km
wide. The increased cloudiness will produce some surface shadowing.

Rain or snow showers will occasionally fall from these clouds and plumes,
with the timing and intensity closely related to atmospheric stability, wind
speed (and shear), temperature, and saturation deficit at cloud base levels.
Because of the ability of ice crystals to grow rapidly, even in an atmosphere
subsaturated with respect to water, snow should be more likely particularly
when the temperature approaches -12°C. Indeed, snow accumulations of one
inch have been observed from cooling tower plumes by Brennan et al. (1976b).

Statistically significant daily precipitation increases exceeding 19%
have been observed in urban areas which produce sensible heat fluxes
equivalent to proposed large energy center sites (Dettwiller and Changnon,
1976). Changnon and Huff (1973) found that thunderstorm frequencies have
increased from 25 to 40%, 15 to 30 km downwind from urban heat islands. In
addition to being estimates of increased rainfall, such figures are also
initial estimates of increased damage due to hail, wind, and flooding.
Large energy centers can be expected to similarly increase precipitation
and thunderstorms. However, because of the considerably smaller energy
output and area of influence, a cluster of one to four power plants should
have 1ittle effect on the regional precipitation patterns.

2.2.1.1 Enhancement of Convective Precipitation

Basing our impact forecasts on the observed characteristics of urban heat
islands, we predict that the maximum increases in rain volume from convective
storms would be 10 to 20 km downwind from a large energy center. This
estimate is also consistent with the expected horizontal transport of a
growing raindrop during the 15 to 20 min it takes to produce precipitation in
a typical convective cloud. Maximum increases in hail volume are predicted
25 to 35 km downwind from a large energy center.
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As stated in Section 2.1.3.1, it is currently impossible to predict the
number and intensity of the individual convective clouds that might be initiated
by an energy center. However, it is possible to estimate increases in con-
vective precipitation through enhancement of existing convection. Estimates
of enhanced convective activity are based primarily on the modeling work of
Hane and Drake (1975), who determined that a precipitation increase of 10%
could be produced when moisture and heat from a large energy center were
drawn into existing storms. To translate this local enhancement into an
estimate of precipitation increase over a regional area we use the convec-
tive storm observations of Austin and Houze (1972). Their results indicate
that typical convective cells average 8 km high (5 km deep), with lifetimes
of about 15 min, and rainfall intensities of about 25 mm hr”] (1.0 in. hr']).

This translates to a total rainfall of 6 mm ce11'].

Half of their observa-
tions of convective storm areas contained three or less cells. Thus, taking
a convective storm to be composed typically of two cells, we can expect

about 12 mm of rain per storm. Using the number of thunderstorm days given
in tne U.S. Weather Bureau Technical Paper No. 19 (1952) the total precipita-
tion originating from thunderstorms was computed. An estimate of enhanced

convective precipitation due to a large energy center is 10% of this total.

Figure 2.3 shows the predicted annual increase in local precipitation
due to enhancement of existing convection by a 36,000 MWe energy center.
In general, annual precipitation increases of 50 mm or more can be expected
near most large power park sites in the southern two-thirds of the
country. Maximum increases would be near sites located in northeast New
Mexico and in the Gulf Coast States. Up to 114 mm of additional rain
could be expected in central Florida.

On a seasonal basis, Figures 2.4 - 2.7 illustrate that the greatest
precipitation increases should occur during June, July and August. March,
April and May contribute most of the remaining portion of the total
annual increase.
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FIGURE 2.3. Convective Precipitation Enhancement from a Large
(36,000 MWe) Energy Center. The isopleths can be
used to estimate annual precipitation increases (mm)
at a particular site if an energy center is located
at that site.

FIGURE 2.4. Spring (March, April, May) Convective Precipitation
Increases (mm) from a Large (36,000 MWe) Energy
Center.
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Summer (June, July, August) Convective Precipitation
Increases (mm) from a Large (36,000 MWe) Energy

Center.

FIGURE 2.5.

Autumn (September, October, November) Convective
Precipitation Increases (mm) from a Large (36,000 MWe)

Energy Center.

FIGURE 2.6.
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FIGURE 2.7. Winter (December, January, February) Convective
Precipitation Increases (mm) From a Large
(36,000 MWe) Energy Center.

Because much of the projected precipitation increase would occur in
regions of the country where rainfall is already abundant, it is helpful
to examine the predicted percentage increase of precipitation on a regional
scale. Figure 2.8 presents these results. In general, a large energy
center located in the eastern half of the country would be expected to
increase local precipitation volumes & to 10% if convective enhancement was
the only operating mechanism. Precipitation could increase as much as 25%
near some sites in the Rocky Mountain states although local topographical
features have probably biased this estimate. That is, thunderstorms in
these states are likely to form over ridges and mountain tops and then
dissipate before they are able to move over the lower regions where a large
energy center would probably be located. The thunderstorm frequency chart
therefore predicts many thunderstorms, but most of them may never be
directly influenced by an energy center. Still, much of the total precipi-
tation in these plateau and mountain states originates from convective
showers so that any energy center would be expected to have greater effects
there (on a percentage basis) than in the eastern half of the country.
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FIGURE 2.8. Percentage Increase in Total Annual
Precipitation Due to Convective Pre-
cipitation Enhancement from a Large
(36,000 MWe) Energy Center

A point of interest is the extremely low frequency of thunderstorm
occurrence observed in the coastal sections of the West Coast States. Cool,
moisture-laden air flows from the Pacific over the land producing a stable
atmosphere not conducive to deep convection. A climatologically analogous
situation occurs in Great Britain and in other portions of Northern Europe.
The lack of any significant changes in total rainfall or cloudiness noted
for a 2000 MWe site at Ratcliffe, England (Martin, 1974) can perhaps be
attributed to a discharge of heat into a cool, stable atmosphere.

We emphasize that these results apply just to enhancement of previously
existing natural convection. Certainly, though, a large energy center Will
be able to initiate convective activity. The total precipitation increases
shown in Figures 2.3-2.7 could easily be doubled by such an effect. Because
the isopleths presented in Figures 2.3-2.7 were derived for a 36,000 MWe
energy center, they represent upper bounds for smaller generation sites.

32




A cluster of 1 to 4 units, for example, would be expected to increase
precipitation considerably less than those sites represented in Fig-
ure 2.3.

The term "downwind" has been used extensively in the preceeding
paragraphs. The occurrence of enhanced convective activity will depend
strongly on atmospheric stability and moisture content. The greatest
effects will occur during unstable spring or summer conditions where the
surface airflow would be transporting convectively unstable air northward.
Such conditions are generally associated with particular synoptic situations
so that "downwind" is 1ikely to always be in the same general direction.

2.2.1.2 Enhancement of Frontal Precipitation

Another possible effect will be the enhancement of synoptic scale
(frontal) precipitation due to precipitation falling through a plume
from an energy center. Appendix B presents the equations for deter-
mining increases in precipitation rate caused by existing precipitation
falling through a plume of given thickness. The results of our calculations
appear in Figure 2.9. Plume thicknesses of 300 m are frequen;]y observed
(e.g., Brennan et al., 1976b); even larger plume thicknesses could be
expected from an energy center if the plumes merged. Based upon our
calculations, precipitation rates would be expected to increase by 10 to
25% for typical rain situations. For a synoptic scale storm with a
precipitation rate of 2.5 mm hr'] and lasting 6 hours, the increase in
precipitation below the centerline of a stationary plume would be about
2.5 mm. However, the centerline of the plume could be expected to
meander and slowly change orientation as the spatial orientations of
fronts varied. Additionally, natural fluctuations within the storm
(e.g., convective bands and local topographic features) produce equivalent
variations in precipitation. Thus, the change in precipitation intensity
or amount would be nearly undetectable, both from plumes generated
within a large energy center and from single power units.

2.2.1.3 Enhanced Orographic Precipitation

The possible enhancement of orographic precipitation can be i1lus-
trated using a conceptual power park at Hanford, Washington. During
frontal induced precipitation, the Hanford site is generally just downwind
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of a 1000 m high ridge which receives, on an annual basis, about twice

as much precipitation as Hanford. Normally, the mesoscale flow patterns
induce subsidence to the Tee of the natural ridge and suppress precipita-
tion at Hanford. Should a thermal mountain be established at Hanford, it
could be adequate to enable continued forced uplifting in the lee of the
natural ridge and over the Hanford site. Such a mechanism could cause
substantial (up to 100%) precipitation increases at Hanford. Other
proposed power parks located in hilly terrain could similarly increase
rainfall.

2.2.2 Enhancement of Fog and Stratus

The consequences of increased fog density and duration on surface and
air transportation is obvious. However, more subtle changes can occur in
the climate of an area. Increasing the persistency of low level clouds
and fog will tend to moderate surface temperature fluctuations. Warmer
nights and cooler days will be a direct consequence. A longer frost-free
season could be an added benefit provided fogging occurred in the fall and
spring. Since the frequency of radiational fog formation is based upon the
length of night and rate of surface cooling, the most important time is
therefore fall through spring; the hours of maximum fog occurrence are
midnight through 10:00 a.m. (McVehil, 1971).

On a regional basis, mechanical draft cooling towers and cooling ponds
will be the most detrimental in terms of fog occurrence in areas where
natural heavy fog occurs often, where low level inversions are frequent,
and where the October through March mixing depths are low. Figure 2.10
presents regional estimates of fog potential based upon such criteria
(EG&G, 1971). In the areas of high potential, heavy fog is observed on
more than 45 days of the year, the October through March mixing depths
are 600 m or less, and low-level inversions occur 20-30% of the time.

In the low potential regions heavy fog is observed less than 20 days per
year, and the October to March mixing depths generally exceed 600 m. In
general, fogging will be a problem in all of the Gulf Coast, Atlantic
Coast, and Great Lakes states as well as in the Pacific Coast states.
Fogging becomes less of a problem as distance fram a major water surface

increases.
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Cooling Tower Effluents (EG&G,
_1971)

2.2.3 Concentration of Vorticity

In Section 2.1.5 we considered the effects of large energy releases
on the postulated concentration of vorticity, discussed the atmospheric condi-
tions favorable to vorticity concentrations and examined several analogies
between natural, industrial and urban energy releases and energy releases
in power production. We also discussed the current experience with energy
releases at the lower end of the range under consideration. This section
will consider the potential effects of energy releases at the upper end of
the range.

2.2.3.1 Energy Releases from Power Parks

The release of large amounts of energy is associated with, but not
sufficient for, concentration of atmospheric vorticity in convective vortices
such as dust devils, waterspouts and tornadoes. The energy released from
one or two power plants through single or small clusters of cooling towers
is insufficient to trigger the development of convective vortices. However,
buoyant plumes from several clusters of cooling towers may combine and
significantly effect cancentration of vorticity.
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The intensity of the thermal and moisture plume from an energy center
will depend on the energy rejection rate, the number of cooling towers, and
the separation between towers. The separation between cooling towers is
especially significant because it is related directly to possible merging
between the individual plumes. If the individual plumes merge, the size of
the combined plume may become sufficient to interact with the atmospheric
vorticity fields produced by natural convection, topography and synoptic scale
weather systems. Hanna and Gifford (1974) suggest that cooling tower clusters
in a large energy center be separated by a distance equal to the plume rise
from a single tower to reduce plume merger during the most active phases of
plume rise.

2.2.3.2 Location and Timing of Convective Vortex Information

To the extent that large energy releases initate the formation of concen-
trated convective vortices by enhancement of convective clouds, the vortices
will occur at distances downwind of the release that are consistent with the
time required for the clouds to develop fully. To the extent that they are
initiated directly by the energy release, convective vortices will occur
immediately downwind of the release. The more important or probable of these
processes has not been determined, thus it is assumed that concentrated con-
vective vortices might be generated from an energy center to 25 to 50 km
downwind of the center.

On a large scale the probability of initiating convective vortices
depends on climate. If the ambient atmospheric conditions are not suitable,
an energy release cannot initiate vorticity concentration. The frequency of
natural convective vortices indicates climatological susceptability to vor-
ticity concentration by large energy releases. Those regions that experience
frequent natural convective vortices are also regions where convective vortices
initiated by large energy releases would be most probable.

The convective vortices for which the most complete climatological records
are readily available are tornadoes. The records indicate that while tornadoes
occur in all parts of the country, they are most frequent in the Midwest with
a maximum in the area of Oklahoma and Kansas (Markee et al., 1974). Large
energy releases are deemed to be most likely to trigger convective vortices in
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this region. Tornadoes are relatively frequent in the Southeast; thus this
region is also susceptible to an increase in convective vortices. The 1ike-
lihood that large energy releases will trigger vorticity concentration is
relatively low in the Hortheast, and is very low west of the Rocky Mountains.

The timing of increased convective vortices can also be estimated from
climatological records of tornado activity (Skaggs, 1969). Tornado statistics
for the Gulf Coast and the Southeastern states indicate that increases in
convective vortices would be most 1ikely during the winter; the preferred time
of day would be afternoon and early evening. In the spring and early summer
the probability decreases and the preferred time shifts to late morning. 1In
the late summer and early fall the probability of an increase in convective
vortices is a minimum with no preferred time of day.

The tornado statistics of states further north indicate that the pro-
bability of an increase in concentrated convective vortices is low in all
seasons except summer. During the summer, convective vortices would be
triggered most frequently during the late afternoon. Seasonal variation of
tornado activity west of the Rocky Mountains is erratic, thus prediction of
timing of increased frequency of vortices is questionable. The works of Idso
(1974) and Ingram (1973) indicate that the maximum potential for increased
activity in Arizona occurs during the summer, while Stone et al., (1972)
indicates the maximum potential for increased frequency of vortices for Pacific
Northwest is in the spring.

2.2.3.3 Minimum Energy Release Needed to Initiate Concentration of Vorticity

The energy release from one or two power plants generally appears not to
be sufficient to initiate concentration of vorticity. However, we cannot
determine when energy releases become sufficiently large to produce this
effect. The various criteria and analysis used to support the postulated
concentration of vorticity are not adequate to permit scaling of the impact
with confidence.
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3.0 EFFECTS OF HEAT AND MOISTURE RELEASES ON THE BIOSPHERE

D.S. Renne and J.E. Hubbard

We have been discussing the types of impacts large energy sources have
on the climate surrounding them: average increase in temperature, higher
atmospheric humidity, possible convective and frontal storm precipitation
enhancement, increased cloudiness and fog. We now need to relate these
changes to the biosphere--that zone between the earth's surface and atmo-
sphere in which all living things reside. The biosphere offers many reaction
pathways to energy and moisture changes. Some general theory and a limited
literature review are presented here to identify biotic responses to postu-
lated atmospheric effects of heat and moisture releases.

3.1 Environmental Changes and Their Relation to the Biosphere

)

According to Hanna and Swisher (1971) three scales of climatic change
exist: large scale (horizontal distances >50 km), mesocale (1 to 50 km)
and microscale (<1 km). In addition Marlatt (1967) utilized an "ecoscale"
which might include a tree or bush, a leaf, or someone's skin. Based on
statements in Titerature on cooling tower impacts, and previous discus-
sions of atmospheric impacts due to large heat releases in this report,
the impacts on the biosphere will generally be on the order of mesoscale or
smaller. More specifically, convective storms triggered by large heat
releases could have an effect as far as 50 km downwind of the source, but
atmospheric temperature and humidity changes will be noticed for only a few
kilometers from the source. For a single cooling tower, although the visible
plume may be observed as far as 30 km from the source (Kramer, et al., 1976),
temperature and humidity changes will occur only on the microscale, or perhaps

only the ecoscale.

3.1.1 Radiation and Heat Balance

Assessing effects of large heat releases to the atmosphere on a biolog-
jcal system can be approached by a description of the energy budget which
considers the net heat gain or loss to the system. The streams of radiant

energy at the earth's surface have been depicted by Tanner (1968) in
Figure 3.1a. The radiant energy balance of the system can be given by:
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Qy = Q; (1 - a) + (Q + - Q) (3.1)

where: "
QN = net radiant energy balance
Q; = incoming shortwave solar and sky radiation T
a = albedo of the surface (shortwave reflectivity)

QL+ = downward flux of longwave infrared "thermal" radiation

QL+ = upward flux of longwave infrared "thermal" radiation from the
surface

The imbalance of net radiation at the surface specified by QN requires
that, when QN is positive, the excess heat be dissipated to the atmosphere
or subsurface, or converted to food energy by the vegetation, lest the system
experience continued warming. This generally occurs in the tropics and
summer mid-latitudes during most daylight hours. Excess heat energy is
typically dissipated by sensible heat transfer to the atmosphere and sub-
surface layers, and by the evaporation and transpiration of water. A small
fraction (<2%) is utilized in gross photosynthesis. When QN is negative, a
net transfer of heat to the system from the atmosphere or subsurface layer
is required lest the system experience continued cooling. The different
heat transfer processes are shown in Figures 3.1b and 3.1c, as depicted by
Tanner (1968).

Large releases of heat and moisture can effect the terms in equation (1)
in the following manner:

QI: If clouds are generated by the heat and moisture releases, less
incoming solar radiation will be received at the surface. Reif-
snyder and Lull (1965) estimate that with a stratus cloud layer
(similar to a thick cooling tower plume) the solar energy received
is approximately 25% of the clear sky value; in a fog, the radia-
tion would be only 17% of the clear sky value. However, clouds N
scatter as well as reduce the solar beam; thus increased cloudi-
ness would provide more scattered "sky" radiation with respect
to the direct solar beam, and reduce the importance of land
slope and aspect on the reception of shortwave energy by bio-
logical systems.
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The albedo of natural surfaces also can change near large heat and
moisture releases. In general, the altedo ranges from 7% for ever-
green forests to 11% for green fields and 19% for dry pastures
(Mather, 1974). 1If a dry pasture adjacent to an energy source
experiences an increase in precipitation, the shortwave energy
balance will increase because of the reduction in albedo as the
pasture changes from brown to green.

The downward long wave radiation will be increased near a large
heat and moisture supply to the atmosphere. The effective tempera-
ture of the low clouds and fog is usually greater than the sky
temperature, and therefore the longwave "thermal" radiation emitted
toward the surface is greater.

Since the upward thermal radiation at tnae surface is a function of
the surface temperature, changes in this parameter caused by heat
and moisture released to the atmosphere are a function of the
changes in the surface temperature from these releases. Because

of the increased cloudiness, the surface temperature will generally
be cooler than normal during the day, decreasing QL+, and warmer
than normal at night, increasing QL+. The net effect of changes

in the net infrared radiation would be cooler daytime and warmer
nighttime air temperatures than would otherwise have occurred.

3.1.2 Moisture Budget

A description of the moisture budget within biotic systems such as

field plots or watersheds can also provide insight into the effects large

heat and moisture releases to the atmosphere can have on these systems.

The moisture budget may be expressed:

where

AwW=P-E-T-R (3.2)
AW = change of moisture within the system
P = precipitation and other inputs, such as fog drip, dew, and

groundwater seepage
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E = evaporation from the system
T = transpiration from the system
R = losses from the system due to runoff and groundwater seepage.

A11 of the factors in equation (3.2) can be affected either directly
or indirectly by large heat and moisture releases to the atmosphere in the
following manner:

P: The increased precipitation postulated from large heat and mois-
ture releases to the atmosphere will provide additional moisture
to biological systems at various rates and locations, and in differ-
ent forms including snow and ice. Direct condensation of water,
such as fog and dew, could also increase.

E: Evaporation is a function of solar radiation and atmospheric
temperature and moisture. With a decrease in solar radiation and
increase in humidity, evaporation of water from the soil surface
and of intercepted moisture from plant surfaces would decrease
near large energy centers. )

T: Transpiration from plants is a physiological response to the
radiant heat loading on the pTéht, atmospheric temperature and
humidity, soil moisture, and the characteristics of the plant
itself. Thus, the increase in atmospheric temperature and humidity
and decrease in solar radiation will trigger a number of complex
physiological responses that could either increase or decrease
transpiration.

R: An increase in short, intense convective storms can cause runoff
and flooding on small watersheds and provide major erosion of
soil, particularly in semi-arid regions. In moist regions, an
increase in precipitation will show up almost entirely as an

increase in runoff.

Thus, a general increase in total moisture within the bjological system
will result from a large increase of heat and moisture to the atmosphere.
Depending on the location and type of plant communities, some of this
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moisture will be utilized by the species for growth and transpiration, while
the remainder will run off through surface or groundwater flow.

3.1.3 Other Atmospheric Effects

The chemical quality of the emissions from energy centers also requires
consideration with respect to biotic systems. Cooling tower plumes can inter-
act with material in the atmosphere from other sources.

The potential impact of wet cooling systems on aquatic and terrestrial
environments has been summarized by Roffman (1975). Moser (1975) is studying
the effects of vegetation of high salinity drift. In his investigations the
coolant is brackish water. Parr et al. (1976) measured the effects of chromium
and zinc in the cooling water drift on tobacco plants. Within 200 meters of
the source, the drift resulted in a great reduction in leaf size.

Moore (1975) has observed no serious environmental effects produced by
wet natural draft cooling towers in England. However, he reports the inter-
action of cooling tower plume droplets (normal pH 3.2) from natural draft
towers with Tow-level sources of 502. As a result, "some droplets collected
at 400 m downwind in 1ight winds have pH 3.5." )

Table 3.1, taken from Roffman (1975) summarizes the potential environ-
mental effects of cooling towers. Some of the effects he identifies, such as
noise levels and the external appearance of structures and plumes, are beyond
the scope of this report and not considered here.

3.2 Effects on Plants and Plant Communities

Any biotic species occurs where it does because under natural conditions
the environment is optimal for its survival. Broad-leaf plants in tropical
rain forests maximize the reception of sunlight and transpire the water that
is readily available. Needle-leaf plants in cold c¢limates minimize the
transpiration process where and when water is scarce; the needles reradiate
thermal energy to adjacent needles to maximize the available heat within the
canopy. Light-colored plants found in the desert reflect much of the incoming
solar radiation to minimize the heat loading on the plant. Dark-colored
plants found in colder and cloudier climates absort more solar radiation,
maximizing the use of the available heat.
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TABLE 3.1T.

Atmospheric Effects

Hydrologic and Agquatic Effects

Summary of Environmental Considerations
and the Potential Impact of Wet Cooling
Systems (from Roffman, 1975)

Land Effects

Visible Plume: Visual
intrusion, ground shad-
ing, and reduction in visi-
bility to various means of
transportation.

Ground Fog: Potential
hazard to ground and water

transportation and nuisance
to nearby communities.

Icing: Potential hazard to
ground transportation and

ice accumulation on nearby
structures and utility wires.

Drift Deposition: Potential
damage to biota, acceleration
of corrosion of nearby struc-
tures, and contamination of
soil and water bodies.

Cloud Formation: Visual
intrusion and potential
local weather modifications.

Precipitation and Snow
Augmentation: Potential
Tocal weather modifications
and nuisance to nearby com-
munities and drivers on
adjacent roads.

Net Water Consumptive Use:

Potential depletion of surface-
water and groundwater resources

and degradation of water qual-
ity.

Blowdown Discharge: Potential
contamination of surface-water
and groundwater supplies, po-
tential increase of soil sal-
inity, and increase of water
temperature near discharge
point.

Seepage and Leakage Water:
Same effects as blowdown
discharges.

Intake Screen Devices:
Impingement or entrapment
of aquatic life.

Transport Through Condenser
and Circulation Pumps:
Damage to aguatic organisms.

Discharge Systems: Disturb-
ance to benthic and nonbenthic
aquatic communities due to
mechanical forces and
turbulence.
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Land Use: Type of land
acquired and the amount of
area required for each of the
cooling systems.

Terrestrial Impact: Potential
damage to plant communities and
wildlife due to excavation,
grading and construction,
effects of drift deposition;
and excess moisture on the
biota.

Land Characteristics: Effects
of seismic risks, soil perme-
ability, and type of foundation
or construction required.

Other Effects

Sound Levels: Nuisance to
nearby residents and transient
observers.

Aesthetics: Nuisance to nearby
residents and transient
observers.



Most ecological research has dealt with responses of individual organisms
or populations of a single species to their environment. Much of this research
is summarized in Daubenmire's (1974) treatise on autecology. However, biolog-
ists, ecologists, botanists and agronomists are increasingly researching the
effects on biotic species if their natural environment is suddenly altered.
These alterations can occur from human activities such as transplanting or
introducing a species to a strange environment, agricultural and urbanization
practices, and intentional and inadvertent weather modification. Alterations
can also be caused by natural phenomena such as floods, fire, and climatic
change. Several recent noteworthy studies have summarized present knowledge
of ecological implications of weather modification due to cloud seeding
(Cooper and Jolly, 1969) and due to alterations of the radiation balance of
the earth's stratosphere (Climatic Impact Assessment Program, Chapter 5,
1975)(a); these studies provide much of the information used in this survey of
the ecological implications of large heat and moisFure releases.

An attempt is made here to separate these implications to natural eco-
systems from those to agricultural production. In general, modern agricul-
tural practices are such that adjustment can be made to changes in the
environment, provided they are not too severe; in fact, many beneficial
uses of heat released from energy sources have been identified and proposed
(Campbell, 1968; Beall, 1969; Johns, et al, 1971, Witherspoon, 1972). How-
ever, in natural ecosystems, species diversity and plant community charac-
teristics will slowly evolve as the environment changes, and eventually a new
climax ecosystem community will stabilize. During this change the opportunity
for pathogens to enter the system can increase. In certain marginal regions
some species could become extinct while other dormant species could suddenly
flourish. However, no actual field data exists for this process. We must
rely on observational evidence from experiments that may be only remotely
related to the problem of heat and moisture releases from energy sources.

(a)This document will hereafter be referred to as CIAP-5.
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Furthermore, the types of environmental modifications caused by large heat and
moisture releases described in previous sections are generally much smaller
than the natural climatic variations that have occurred on earth, even since
the Tast ice age. They are only applicable to microscale or mesoscale area,
in contrast to the macroscale considered in CIAP-5.

3.2.1 Temperature and Moisture

In general there are optimal diurnal and seasonal temperature and mois-
ture environments for plants, and an increase or decrease in either of these
parameters will affect plant productivity, and under extreme conditions cause
wilting and death. The environment in the vicinity of a large energy center
will be modified by increasing atmospheric temperature and moisture. Gates
(1965) shows that if the leaf temperature, which is a function not only of the
air temperature but of the radiant energy loading on the leaf, increases by
more than 5C° above its natural level photosynthetic activity will drop
dramatically. Whittaker (1967) notes that an "increase of internal tempera-
ture beyond a certain point can subject that plant to a thermal avalanche of
mutually aggravating effects which overwhelms its physiology." The responses
are such that a positive feedback occurs--an increase in leaf temperature
triggers physiological responses that can further increase the temperature.
Whittaker states that even modest increases in temperature can have abrupt
lethal effects.

However, the air temperature increases shown in Section 2, even from
large energy centers, are small compared to normal diurnal and seasonal
variations. Other offsetting factors, such as an increase in cloudiness and
reduction in solar radiation loading, could actually decrease leaf tempera-
tures. No evidence at this point indicates that these catastrophic tempera-
ture effects on ecosystem productivity will occur, even in the vicinity of a
heat and moisture source as large as that expected from a nuclear energy
center.
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Cooper, in CIAP-5 (1975) states that annual yields of air-dry
herbage in native perennial grasslands correlate primarily with precipi-
tation. In the same monograph, Fritts also shows a direct relationship
between forest growth and changes in precipitation, such that an increase
in precipitation would cause higher yields. Reversing the results in a
table he provides (showing yield effects from a decrease in temperature)
to show the effects of an increase in temperature on forest yields
indicates that an arid forest border in Arizona and an arid forest site
in Washington state would experience an increase in radial growth of
Ponderosa pine from an increase in temperature; radial growth of Ponder-
osa pine in a forest interior in Arizona and an arid continental site in
Colorado, and of Douglas fir in an arid north-facing slope in Colorado
would decrease.

Cooper in CIAP-5 (1975) applies simulation models to several types
of ecosystems to determine their response to climatic change. He shows
that an increase in temperature will increase total matter production
for grassland, tundra, coniferous forest and deciduous forest eco-
systems, but decrease production in desert ecosystems. He warns that
parts of the model results deviate from observations; careful scrutiny
of the results and conclusions are needed.

Fareed and Caldwell in CIAP-5 (1975) use climatic diagrams to
determine the effect of climatic change on natural ecosystems. Fig-
ure 3.2a shows only small changes in vegetation zones in the U.S. for a
1C° difference in temperature. Changes are greater for a *20% change in
precipitation, particularly in the northern latitudes and eastern U.S.
(Figure 3.2b). Except for Australia, his charts generally show that
precipitation changes have a greater effect on vegetation zones than do
temperature changes. For a 1°C increase in temperature he shows pro-
ductivity to increase in the 20°-40° N latitude belt by 4 to 7%.

48



22 SOUTHWESTERN SEMi-EVERGREEN
AND DECIDUOUS FORESTS

2  SOUTHEASTERN SEMI-EVERGREEN
AND DECIDUQUS FORESTS

33 SOUTHWESTERN HOT SEM!-DESERTS
AND DESERTS g

3h  SOUTHCENTRAL HOT SEMI- DESERTS
AND DESERTS

4 WESTERN SCLEROPHYLLOUS
WOODLANDS WITH WINTER RAIN

5 SOUTHEASTERN MO!ST WARM
TEMPERATE WOODLANDS

6a  NORTHEASTERN DEC!1DUOUS
(NEMORAL) FORESTS

6b  NORTHWESTERN DECIDUOUS
(NEMORAL) FORESTS

7 WESTERN TEMPERATE STEPPES,
SEM| - DESERTS AND DESERTS WITH
COLD WINTERS
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ROCKY MOUNTAINS) \

PRESENT AREA
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FIGURE 3.2a. Suggested Change in Vegetation Zones for North
America in Response to a -1C° Change in Mean
Annual Temperature (from Fareed and Caldwell in
CIAP-5, 1975)
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FIGURE 3.2b. Suggested Change in Vegetatior Zones for Nor?h
America in Response to a *20% Change in Precip-
itation (from Fareed and Caldwell in CIAP-5,

1975).
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Dorrenwend and Harris in CIAP-5 (1975) examine the effect of cli-
matic change on peninsular Florida life zones. Using the Holdridge
system of delineating natural vegetation formation based on precipi-
tation, potential evapotranspiration, average frost-free period, and a
synthetic variable termed biotemperature, they show that with a warmer
and wetter climate in Florida, postulated to result from large releases
of heat and moisture, almost the entire peninsula would be dominated by
a subtropical moist forest life zone.

Linacre (1964) has studied the complex temperature-humidity-wind
speed effects on plant evapotranspiration. He shows that in a moist
climate, a combination of increased wind speed and humidity will decrease
evapotranspiration more than an increase in humidity alone. However in
arid climates an increase in humidity will decrease evapotranspiration
less if an increase in wind speed occurs.

In general the Titerature identifies moisture stress as a more
important variable than temperature for ecosystem diversity and pro-
ductivity. Whittaker (1967) and Cooper and Jolly (1969) say much about
the impacts on ecosystems that would occur from an increase in precipi-
tation due to weather modification. Whittaker notes that population
positions will shift along a moisture gradient to account for this
change. Some species will disappear for lack of a tolerable environment.
Although these community changes will occur rather slowly (Cooper and
Jo1ly 1969) there could eventually be an extensive alteration in the
impacted area. Cooper further states that these adjustments will normally
be sTower in regions of high weather variability than in uniform climates.

Cooper discusses extensively the effects of an increase in precipita-
tion on a variety of ecosystems for different climatic zones. In general,
community structures in semi-arid zones would change most if precipitation
increased. In arid regions, only a small increase in vegetation would be
1ikely, while in moist climates an increase in rainfall would most likely
increase surface runoff. Semi-arid regions would be most efficient in
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converting increased precipitation into increased bioproductivity, and
species that may be lying dormant in the ground could suddenly bloom in
these areas.

Whittaker notes that forests could utilize an increase in precipita-
tion for increased productivity up to a certain point. However, he writes:
"There is an apparent plateau beyond which increased moisture available to
stable or climax forests does not increase their production."

The effects of increasing both temperature and moisture could increase
plant disease due to insects and pathogens, both of which are directly
affected more by temperature and humidity than by precipitation. Thus an
increase in precipitation could improve plant vigor, ecosystem productivity
and diversity, but this could be offset somewhat by an increase in the pos-
sibility of disease entering or increasing its attack on plants in the
community.

3.2.2 Radiation and Photosynthesis

An increase in temperature will not necessarily increase the photo-
synthetic process in plants. In fact photosynthesis decreases during the
midday heat, with bimodal maximums in photochemical reactions occurring
in mid-morning and late afternoon (Gates, 1963). An increase in cloudi-
ness will reduce the direct beam incoming solar radiation. However, unless
the clouds are exceptionally thick the reduction in direct beam radiation
will be partially offset by an increase in the diffuse sky radiation; this
type of shortwave radiation penetrates plant canopies more readily, allow-
ing the photosynthetic process to continue.

Gates (1965) has examined extensively the response of plants to various
radiation loadings and environmental factors. He shows that the photosyn-
thetic process depends on both Tight and temperature, as stated above, and
that leaf temperature results from a complex interaction of solar radiation
loading, ambient temperature and wind speed, moisture availability, and
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atmospheric humidity--all factors which could be altered by heat and
moisture releases from energy centers.

McCree and Keener (1974) examined the effect of atmospheric turbidity
on the photosynthetic rate of leaves. Turbidity, due to natural or human-
caused dust and haze, strongly affects the absolute magnitude and spectral
quality of the solar beam, but does not affect the total global irradiance on
a horizontal surface due to the increase in the diffuse component. They
Show, therefore, that photosynthetic rates of crops would only be changed
by a factor of 5% or so if atmospheric turbidity increased.

3.2.3 Fog and Dew

An increase in atmospheric moisture could increase the occurrence of
fog and dew in the immediate vicinity of an energy facility rejecting heat
and moisture to the atmosphere. Both fog and dew have an impact on eco-
systems besides the obvious radiational effects of fog or low stratus
discussed above. In some ecosystems, such as the California coastal
forests, fog can influence species composition, and the vegetation and
soil characteristics of these coastal forests reflect the persistence of
fog (Azevedo and Morgan, 1974). In those regions, an increase in the occur-
rence of fog would stimulate this ecosystem even further, although it is
questionable if such an ecosystem would become established in other regions
should increases in fog occur.

_ Dew has been identified as a significant component of the hydrologic
balance in a Douglas Fir stand in the Pacific Northwest (Fritschen and
Doraiswamy, 1973). An increase in this moisture source could bene-

fit other ecosystems, particularly in arid and semi-arid environ-

“ments. However, dew duration is of major importance in the pathology of
fungus diseases (Rosenberg, 1974). Some pathogens are only able to pene-
trate the stomata of leaves if enveloped in 1liquid water, while others
require free water long enough for the cells to germinate and divide.
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3.2.4 Summary of Ecosystems Effects

In general, changes in temperature will alter the geographical distri-
bution of ecosystems, while changes in precipitation will alter both the
distribution and productivity. A reduction in solar radiation due to cloudi-
ness is usually offset by an increase in the diffuse radiation which although
weaker than the solar beam, penetrates the plant canopy more efficiently.
This factor combines with photosynthesis (which works more efficiently when
leaf temperatures are not abnormally warm) to keep net photosynthetic produc-
tion at a fairly high level even on cloudy or hazy days. Fog and dew can
also be source of additional moisture to increase productivity, but the
increase in temperature and moisture, particularly liquid water droplets on
the plant leaves, can also increase the opportunity for pathogenetic and
insect diseases to enter the community. Furthermore, the increase in
moisture possible from releases of large energy centers is most efficient
in increasing plant productivity only in semi-arid regions.

3.3 Effects on Agriculture and Agricultural Productivity

Many arguments presented on the impacts of climatic modification on
ecosystems are also valid for agricultural productivity. However, an impor-
tant factor called human technology enters here. Technology permits
agricultural production to respond quickly to environmental changes; in
fact, productivity is a function of factors other than the Tlocal climate.
These factors include economics and the availability of irrigation water,
fertilizer and frost protection. As these factors become more significant,
the study of the relation of climatic factors to agricultural production,
either through multiple regression models utilizing Tong-term data on
yields and climate, or through dynamic simulation models that estimate
productivity in time steps as short as a day or less becomes increasingly
less reliable.

Edmonds et al. (1974) note that certain crops such as alfalfa, oats,
clover, wheat, Indian rice grass, and ponderosa pine could be seriously
damaged by cooling tower emissions during the germination and young leaf
stages of development. However, a general body of literature shows that
agricultural production could be improved by increasing atmospheric tem-
perature and precipitation, such as likely will occur in the vicinity of
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facilities rejecting large amounts of heat and moisture to the atmosphere.
For example, Hegarty (1972) notes that a warming of the climate in Scotland
can benefit agriculture since a plant is most efficient when it attains its
maximum leaf area index at the same time that seasonal conditions are most
favorable for photosynthesis--a condition that would occur if the growing
season was lengthened. The types of impacts associated with the release

of heat and moisture to the atmosphere will indeed lengthen the growing
season, by increasing atmospheric temperature and delaying the occurrence
of frost through an increase in cloudiness and a moderation of nocturnal
minimum temperatures near the facilities releasing the heat and moisture.

Konstantinov (1974) shows that optimal hydrometeorological and
radiation conditions can be identified for all vegetative species. For
food crops, these optimal conditions usually occur in mid latitudes.

For example, grain crops produce maximum yields under conditions of

60 cm mean annual rainfall and net radiation of 44-50 kcal cm'2 yr']. How-
ever, Namken et al. (1974) state that temperature is the one environmental
factor that determines which species will grow under which environmental
conditions, the time of year it may be grown, and the Tength of growing
season available to it. They note that a plant growing under its most
optimal temperature conditions is usually adversely affected by a
temperature change, and as a plant adapts towards one temperature extreme
it becomes increasingly sensitive to other extremes. However, other
authors note that moisture can be more important than temperature,
particularly for agricultural products such as wheat (CIAP-5, 1975).

Even for natural ecosystems Daubenmeier has identified many ecotones,
particularly at lTower elevations, to be a function more of moisture
availability than temperature conditions (Daubenmeier, 1956).

3.3.1 Response of Individual Agricultural Products to Climatic Changes

From Energy Centers

Much information is available on yield predictions for individual crops
as functions of climatic parameters. The information is generally summa-
rized using multiple regression techniques (Munn, 1970). More recently,
dynamic simulation models have been used to estimate crop yields as a
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function of a variety of environmental factors. These regression and simu-
Tation relations can be used to determine how yields might vary with change in
one or more of the environmental factors. As noted in the previous section,
literature reviews are available on the impact of climatic changes due to
artificial precipitation augmentation (Cooper and Jolly, 1969) and changes in
surface temperature due to extensive aircraft operations in the stratosphere
(CIAP-5, 1975). In addition, the CIAP-5, perhaps the best overall collection
of information yet assembled to assess the impacts of climatic changes on
ecosystems, discusses in detail the impacts of climatic change on agricultural
productivity for several crops.

CIAP-5 provides tables relating changes in mean temperature and precipi-
tation to changes in yields. In general, these tables were developed by
applying regression or simulation models to specific crop species in specific
locales; thus they are subject to much uncertainty, including the uncertainty
of how human technology would respond to these environmental shifts. These
tables generally show impacts on yields for individual crops for both increase
and decrease .in temperature and precipitation.

It is beyond the scope of this report to reproduce an extensive summary
of this extremely relevant document. Instead the major findings in CIAP-5 as
well as others are summarized in Table 3.2. In this table, discussions on
crop yield changes are oriented toward postulated increases in temperature,
humidity, and precipitation (including fog and dew), since one or all of these
parameters would be expected to increase near a facility releasing large amounts
of heat and moisture to the atmosphere.

Corn yields in the midwestern United States in general will increase for
both decreasing temperatures, and increasing precipitation (Benci et al.,
in CIAP-5). Thus, a 1-2C° temperature increase and 15% precipitation
increase would offset each other in yield changes, although a net reduction
in corn yields would still occur. This shows that although Table 3.2 con-
siders the effect of each environmental factor on crop yields individually,
combining two environmental parameters (in particular temperature and
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precipitation) creates offsetting influences on yield changes.

Furthermore,

these environmental factors are shown in CIAP-5 to vary considerably from
state to state.

Crop

TABLE 3.2.

Summary of Impacts of Climatic

Change on Agricultural Yields

Increase In

Temperature

Humidity

Precipitation

Sotar Radiation

Fog, Dew

General
Biomass

Corn

Wheat

Rice

Soybeans

Cotton

Sorghum

Forage,
Grain
Crops

Hops

Wood
Storage

\

Natural
Pasture

Fruit
Crops

Gross photosynthesis
increases {Campbell,
1976); yield increases
(Hegarty, 1972)

Decrease yields (July
and August} (Changnon
and Neili, 1968); number
of leaves increase, time
to tassel initiation
decrease (Coligado and
Brown, 1975); decrease
yields (Chapter 4 in
CIAP-5, 1975)

Increased marquis spring
wheat yield up to 20°C
decrease above 25°C
[Friend, 1966 (as quoted
in Namken, et al.,
1974)]; decrease in
yields (Chapter 4 in
CIAP-5, 1975}

Beneficial during nur-
sery period, detrimental
during growth and matur-
ity stages (Huda et

al,, 1975); beneficial
in northern latitudes
(Arakawa, 1957; Murata,
1975); general increase
in yields throughout
much of the world (Chap-
ter 4 in CIAP-5, 1975)

Oecreased yields (Chap-
ter 4 in CIAP-5, 1975)

Increase yields (Chap-
ter 4 in CIAP-5, 1975)

Slight decrease in
yields (Chapter 4 in
CIAP-5, 1975)

Decrease yields, par-
ticularly in southern
regions (Chapter 4 in
CIAP-5, 1575)

Slight decrease in qual-
ity above 16°C (Smith,
1974)

Improve growth in con-
Jjunction with increased
s0il moisture (Wallach,
1975)

Northward {(or southward
south of equator) shifts
in production areas
(Chapter 4 in CIAP-5,
1975)

Gross photosynthesis
increases (Campbell,

1976)

Beneficial during
establishment,
detrimental after-
wards (Huda et al.,
1975)

Beneficial oniy in June
and July (Changnon and
Neill, 1968); slight
increase in yields
(Chapter 4 in CIAP-5,
1975)

Increase yields directly
(Biscoe et al., 1975;
Hanks, 1974); beneficial
during sowing and germina-
tion, and in general dur-
ing all weeks of the year
(Screenivasan, 1974);
increase yields in midwest
except IL, IN {Chapter 4
in CIAP-5, 1975}

Beneficial during nursery
period, detrimental dur-
ing growth and maturity
(Huda et al., 1975); gen-
eral slight increase in
yields throughout much of
world (Chapter 4 in
CIAP-5, 1975)

Increase yields (Chapter
4 in CIAP-5, 1975}

Decrease yields (Chapter
4 in CIAP-5, 1975)

Increase in yields (Chap-
ter 4 in CIAP-5, 1975)

Beneficial to certain
optimal ppt. value, then
detrimental (Konstantinov,
1974); increase yields,
but present rangeland
would be diverted to
cereal production (Chap-
ter 4 in CIAP-5, 1975)

Beneficial to a certain
ppt. value, then detri-
mental (Konstantinov,
1974)

Oetrimental if in areas of

marginal light intensity or

heat accumulation (Chapter
4 in CIAP-5, 1975)
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Oecreasing water
use efficiency
(Lomas, et al.,
1974)

Increase yields in
northern latitudes
(Murata, 1975);
1.8% reduction in
yield for 1,0%
reduction in all
sunlight (Chapter
4, in CIAP-5, 1975)

Beneficial to a
certain optimal radi-
ation level, then
detrimental (Konstan-
tinov, 1974)

Benefictal to a
certain radiation
level, then detri-
(Xonstantinov,
1974)

Increased chance
for pathogens to
enter plants
(Rosenburg,
1974)



Wheat yields also increase with precipitation and decrease with tempera-
ture increases (Ramirez et al., CIAP-5). The combined effect is a
general decrease in yields for 1 to 2C° temperature increase and 10-20%
increase in precipitation. However, the decrease is much greater in

I11inois and Indiana than in North Dakota or Kansas, where in fact
yields may increase slightly.

Rice, on the other hand, may be affected more by changes in sunlight
availability than temperature, particularly in tropical regions (Stansel
and Huke, CIAP-5). A decrease in sunlight will decrease productivity in
the tropics. In the mid latitudes of the United States rice yields
increase with increasing temperature and decrease with increasing pkecipi-
tation. This is in direct contrast to wheat and corn. However in the
United States an increase of 2C° temperature and 15% in precipitation
produces only a small net increase in rice yields.

The response of soybean productivity to changes in temperature and
precipitation is much more complex (Curry and Baker, CIAP-5). In general,
a 2°C temperature increase and 15% precipitation increase would result in
virtually no change in soybean yields in Ohio, a 12% decrease in Indiana
and a 9% increase in Iowa.

CIAP-5 shows that photosynthetic production in cotton plants would
decrease almost directly with a decrease in solar radiation (Baker, et al.,
CIAP-5). Cotton yields decrease with temperature but increase with higher
precipitation in a fashion similar to rice. The net effect of a 2C° tempera-
ture increase and a 30% precipitation increase is to increase yields somewhat.

In general, productivity of forage crops increases with rainfall and
temperature in the northern latitudes (Hart and Carlson, CIAP-5). In the
United States, however, based on studies in controlled environments, CIAP-5
shows that yields increase in months when temperatures are cooler and
decrease when temperatures are warmer, particularly in southern climates
where temperatures are already too warm for optimal crop growth. Thus,
large power generating facilities causing an average increase of 2.5C° in
air temperature would have a negative effect on forage producitivity, par-
ticularly in the southern states.
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3.3.2 Summary of Agricuitural Effects

Despite human technology which virtually masks any but the most severe
effects of climatic changes on agricultural yields, some patterns are evi-
dent that could result in small changes in yields near large energy centers.
However, the yield changes vary from positive to negative depending on the
crop and the state in which the estimates were made. In general, wheat and
corn would be negatively effected by additions of heat and moisture to the
atmosphere, while it is possible that rice, soybeans, cotton, sorghum and
alfalfa yields would increase, at least in some regions of the United States.

Table 3.3 summarizes the estimates of changes in yields for various
crops as shown in CIAP-5 (1975). These estimates are based on the applica-
tion of regression and simulation models to the crop under different environ-
mental conditions. Because many uncertainties exist not only about the
yield changes shown for a temperature increase of 2C° and a precipitation
increase of 10 to 20%, but also about the postulated change in the environ-
mental parameters themselves near large releases of heat and moisture to
the atmosphere, these numbers should be considered only rough approximations.
Again, the human technology factor (the manner in which agricultural special-
ists would respond to these environmental changes) has not been included in
these estimates.
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TABLE 3.3.

Summary of Estimates of Impacts on

Agricultural Yields Due to a Postulated
Change in Mean Temperature of +2C° and
Annual Precipitation Increase of 10 to
20% (from CIAP-5, 1975)

Crop/State Change in Yield
Corn
Indiana -30%
Towa -11%
Missouri -5%
I1linois -20%
Wheat
North Dakota -0.69 to -0.49 bushels/acre
South Dakota -1.13 to -0.67 bushels/acre
Kansas -0.82 to -0.16 bushels/acre
0k1ahoma -3.45 bushels/acre
I1linois -4.10 to -5.71 bushels/acre
Indiana -3.05 to -4.20 bushels/acre
Rice
California +20% of average U.S. production
Arkansas +4% of average U.S. production
Louisiana -5% of average U.S. production
Texas -6% of average U.S. production
United States +3% of average U.S. production
Soybeans
Ohio +1%
Indiana -12%
Towa +9%
Cotton +0.54 ba]es/acre(a)
Sorghum
Manhattan, Kansas +5.8%
Alfalfa
Albuquerque, New Mexico  +18% (Oct) to -7% (Jul)(b)
Minneapolis, Minnesota +18% (May) to -2% (Jul, Aug)
St. Louis, Missouri +12% (May) to -6% (Jul, Aug)
Raleigh, North Carolina  +16% {Apr) to -9% (Aug)

(a)Interpolated for change in precipitation from QO to

+30%.
(b)

tation.
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3.4 Effects on Animals and Animal Populations

examined using the energy balance as in Porter and Gates (1969).

Effects of changes in environmental parameters on animals may be

taken from Gates (1962), shows that the energy streams to the animal are

balanced by the energy outflow:

where:

M+ Qabs B QL+ QH ¥ Qex * st tCx U (3.3)
M = metabolic rate
Qs = rate of radiant energy (solar and thermal) absorbed by the
animal
QL = thermal radiant energy emitted from the animal's surface
Qex = Jatent energy of moisture loss through respiration
st = latent energy of moisture loss through sweat
C = heat conducted into the substrate
W = work produced by the animal
; / / /
THERIIa/F\fII\RA%EIc/)\TION INFRA-RED l;lEJFI\ll-LEIcGT}E? / SDJSEFGTHT/
FROM ATMOSPHERE \ THERMAL RADIATION / / / \
« FROM ANIMAL . 1
AN / / /

~ X / ,7 DUsT
N \ EVAPORATION ,  “AND PARTICLES/ -
/ -~

W M Yy ~ SCATIERED # “INFRA-RED
& SUNLIGHT | THERMAL RADIATION

AR
REFLECTED R
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INFRA-RED
THERMAL RADIATION
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FIGURE 3.3. The Streams of Energy Flow to and From

an Organism in Its Natural Environment.
Figure from Gates (1963).
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From equation 3.3, the environment and space requirements (the "climate
space") in which the animal can survive can be constructed. This climate
space consists of the radiation absorbed, air temperature, and wind speed.
The climate spaces of large and small birds and mammals have been developed
by Porter and Gates (1969). Applying the model to the "cold-blooded" lizard,
shrew, pig, sheep, etc. and hypothetical animals, generalizations can be
made about the effects of changes in the climate space of these species.

3.4.1 Temperature

Higher temperatures tend to increase metabolism and the mean tempera-
ture in poikilotherms, and increase sweating and other heat loss mechanisms
in homeotherms. According to Porter and Gates (1969), homeotherms without
fur or feathers cannot tolerate large ranges in temperature. Large cold and
warm-blooded animals are better adapted to lower temperatures while smaller
animals can survive higher temperature maxima, although they require more
radiation or a higher metabolic rate at lower temperatures.

The persistent temperature increase near an energy center from heat and
moisture releases to the atmosphere will cause those animals Tiving near the
boundary of their climate spaces to avoid higher air temperatures by migrating
or by other behaviors which alter the temperature stress, such as burrowing.
They can avoid the radiation boundary by seeking shade, or they can lose
excess heat by sweating or by heat conduction into the substrate. An example
of this Tatter method would be pigs wallowing in mud.

Clouds and cooling tower plumes will tend to lessen the radiation
absorbed at the boundary of the climate space. Under these conditions
species that presently thrive near the extreme will have more competition
from other species in proportion to the space and time persistence of sky
cover,

3.4.2 Precipitation and Moisture

The increase in atmospheric moisture caused by power-generating facili-
ties of the order discussed in this report is a small fraction of that which

exists in the summer daytime during the growing season in the United States.
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Therefore the decreased saturation deficit will only slightly decrease the
latent heat transfers of sweating and respiration.

A multiple regression study of cottontail rabbit populations in regions
of enhanced precipitation and other weather elements in I1linois (Havera,
 1973) showed that cottontail harvests were associated with total precipita-
tion during the May-August period becuase of the effect on vegetation.
However the study was complicated because of the kinds of agricultural crops
and variation of I11inois farmland put into production as the prices for
cash grain crops fluctuated.

Cooper and Jolly (1969) note that organisms in general respond to
changed moisture balances as individual species, not as communities. They
also observe that extinction of large and small mammals is unlikely from
worldwide temperature and moisture changes of the same magnitude as Tlocal
changes foreseen near large energy centers.

3.4.3 Fog, Dew and Hail

The greatest effect of fog on animals will be the reduction in visi-
bility. The boundary stresses of the climate space will be reduced unless .
there is excessive heat loss by species not adapted to cold drizzle. The
increase in fog and dew offers more opportunity for invertebrate populations
needing 1iquid water in their life cycles to be introduced to the region.

Increased hail and thunderstorms would frighten animals and cause
physical damage to them and the vegetation in their food chains. Convective
storms in small watersheds are associated with increased floods and erosion,
thereby changing the habitat.

3.4.4 Effects on Livestock Animals and Their Agricultural Implications

In CIAP-5 (1975), Johnson, et al. discuss the effects of environment
changes on beef, swine, dairy and poultry production. Adverse environments
are generally overcome by breeding, shelter design, and management practice.
Their interpretations are made from temperature and humidity experiments.
For beef cattle there seem to be no adverse effects from atmospheric changes
by large energy centers published in this report. Swine, however, are more
temperature sensitive than cattle. Amick and Purcell (1964), quoted by
McQuigg (1975) show that "feed per hundred pounds of hogs produced decreases
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as temperature increases to 60°F (16°C), then increases as temperature
continues to increase." Smaller pigs grow better at slightly higher tempera-
tures. Charts showing relationships like these are given in CIAP-5, and can
be used for planning lTivestock management near large energy facilities.

Dairy production, measured by milk yield, is species dependent but
generally is optimum near 10°C. Male poultry grows best at 16°C. Charts
showing these relationships are also given in CIAP-5.

3.5 Effects on Humans and Human Activities

An energy balance for humans similar to that for animals has been
developed by Gates (1963) as quoted by Landsberg (1972). A climate space
diagram for humans can be developed. Human subjects generally state they
are "comfortable" when there is no visible evidence of sweat and when skin
temperature is about 32°C (Monteith, 1973). "When the heat load on his body
is increased, e.g., by exercise or exposrue to radiation, or when the tempera-
ture of the environment is increased, a small amount of excess heat can be
dissipated by a rise in skin temperature involving a faster circulation of
blood in the peripheral tissue. When the temperature gradient in this
tissue becomes too small to conduct metabolic heat out of the body, sweat is
released rapidly from glands a few millimeters below the surface of the
skin. Depending on the nature of the environment and of clothing, sweat may
evaporate without appearing at the skin surface (insensible perspiration),
or may wet part of the body only, or may cover the whole body. When the
rate of evaporation from any area is less than the rate at which sweat is
produced there, the sweat trickles over the surface of the skin or is lost

by dripping, a wasteful process because the water lost from the body plays
no part in relieving heat stress.

Heat stress effects include prickly heat (plugging of sweat glands),
fainting (deficient blood flow to the brain because of enhanced flow to the
peripheral areas), fatigue, and nausea from depletion of salts. Severe
sweat loss and a body temperature increase to 40°C causes failure of circu-
latory functions resulting in heat stroke and death (Landsberg, 1969).
Infants, the elderly, and others with poor blood circulation and individuals
not acclimated to hot weather are most apt to suffer heat stroke.
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McQuigg (1975) presents several abstracts of studies of weather and
human disease. Sudden changes in weather, particularly atmospheric cooling,
are associated with respiratory and other diseases. Warm air influxes
increase the unrest of schizophrenic patients. However, these are not major
effects of energy centers, and in fact the moderating effect of these facili-
ties on the local climate, similar to areas near large bodies of water,
could reduce these human effects.

Severe heat waves, particularly in large cities, have been associated
with mortality increases up to 20% for people with heart disease, diabetic
respiratory disease, hypertension and disease of the blood. However, heat
releases from the energy center to the deep mixing layer of unstable summer
atmosphere should contribute little to additional heat wave effects near «
these facilities.

3.5.1 Human Comfort Indices

There are several ways to quantify heat stress on humans. The wet bulb
temperature is one way to express heat stress on a body, since it is directly
related to the ability of the body to cool through evaporation of sweat.

When the wet bulb globe temperature (NBGT)(a) is greater than or equal to

31°C, the United States Marines are required to suspend training (Landsberg,
1969).

Hendrick (1969) derived an index of outdoor weather comfort from the
American Society of Heating and Ventilating Engineers indoor comfort chart,
adding wind speed and solar heat load to express summer comfort index sen-
sations ranging from -5 (uncomfortably cool) to 0 (ideal) to +15 (very
oppressive). More elaborate schemes developed by Gagge, from laboratory
studies, and Lee, based on measures of relative strain on humans imposed by
the atmospheric environment, are described by Landsberg.

The Temperature-Humidity Index (THI) was discussed in the previous
chapter. This human comfort indicator is based on temperature (°F) averaged

(8)The Wet Bulb Globe Temperature (WBGT) is given by:

WBGT = 0.2 dry globe temperature + 0.1 dry bulb temperature + 0.7 wet
bulb temperature.
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with relative humidity (%) to give a number indicating human comfort. Almost
everyone is uncomfortable when the THI is above 80, and environmental condi-
tions giving a THI above 90 are considered a physical danger zone. The heat
and moisture emissions from large energy centers will increase the THI by
only one unit, thus discomfort will not increase noticeably beyond natural
THI. An exception to this might occur when warm fog or haze caused by the
energy center persists locally.

Indices relating comfort with respect to cold generally combine
temperature with wind speed to produce a wind chill index. Landsberg
(1972) describes several such indices. Heat and moisture released from
energy centers can wet clothing by fog or drizzle which, in cold weather,
will reduce its heat insulation properties and chill the human skin.

3.5.2 Summary of Human Effects

The physiological effects on humans from large releases of heat and
moisture to the atmosphere appear to be very small. Only slight additional
discomfort would be noticed either from the increase in heat and moisture on
warm days or from an additional wind chill on cold days; the mobility of
humans and the ability to adapt to changes in climate and to control them
artificially would even cancel these effects.

The psychological effects on humans, and the possible disruption of
their activities, from large heat and moisture releases could be more sig-
nificant than their physiological effects. Some of these more subtle
impacts will be addressed in Section 4, Economic Analysis.
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4.0 ECONOMIC ANALYSIS
K. A. McGinnis

This task attempts to assign generic monetary values to inadvertent
weather modifications. Estimated monetary values were identified through a
critical review of the literature and evaluated with regard to economic
theory. When such estimates are not available, alternative methodology for
monetary assessment is considered.

As previously postulated, the release of energy from an energy center
could modify weather by increased fogging, precipitation, humidity, and
vorticity. These impacts are far-reaching on the many human and ecological
activities sensitive or vulnerable to potential weather changes. Effects
reviewed include transportation interference, aesthetic damage, effects on
agriculture and health, property damage and measures of quality of life and
life itself.

The significance and degree of these impacts are related not only to
whom but to what they impact. The effects will be positive in some cases
and negative in others. The monetary assessment of these positive and
negative effects of weather modification values the associated costs and
benefits in terms of a common unit, dollars, providing a base for compari-
son with other goods and services.

4.1 Environmental Economics Theory

To assign monetary values to weather modification, one must understand
weather and changes in weather in the context of economic theory. Weather
is an example of a public good. A public good is available to all individ-
uals without cost for consuming it, lacks defined ownership and has no
available market price. A public good is one kind of externality or extra
market product; heat released to the environment through electricity genera-
tion is another extra market product, which also has no identifiable market
price. The released heat may cause weather modification which is in turn an
externality (namely, a public good). Economic theory concerned with quan-
tifying environmental externalities in monetary terms is that part of natural
resource economics called environmental economics. A brief review of environ-
mental economics theory is necessary to further explain the valuing of
weather modification.
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A private market good has an inverse relationship between price and
quantity demanded; at higher prices there will be a lower quantity demand.
Factors influencing individual demand include income, preferences, price or
other goods, and expectations.

Supply is the amount of goods that a producer is willing to provide at
any price. Price and quantity supplied are positively related; thus, the
higher the price the more the producers will be willing to supply. This is
because the production costs that govern the ability of the producer to
supply at a given price will eventually rise with increased output given a
constant scale of production. A private market supply curve does not account
for any external cost or benefits. For example, if a steel mill disposes
wastes into a river which damage the recreational activities and the mill
does not pay for this damage then the costs are not internalized. Payment
by the mill could be in the form of pollution controls or compensation
to individuals damaged or both. When an externality is internalized the
supply curve shifts. It will shift to the right if the externality is a
benefit to society; it will shift to the left if it is a cost to society.

A supply curve that incorporates all external benefits and costs of
production is referred to as the social marginal cost curve.

These benefits and costs in terms of supply and demand are illustrated
in Figure 4.1. Also shown is the market equilibrium price, P, at quantity,
Q. The demand and supply curves intersect and form the equilibrium point.
In this case assume the supplied commodity is electricity originating from
an energy park. The shape of the supply curve for electricity is hypothe-
tical and in reality may not look like this figure. At the equilibrium
point (the margin) the cost of the last unit sold is exactly equal to the
price the consumer is willing to pay. Any unit greater than the quantity,
Q, will not be sold because it cannot be produced for the price, P, which is
the price that the marginal consumer is willing to pay for the commodity.

The analogous demand curve for an extra market good is based on
the willingness to pay concept (WTP); for our purposes, this means the
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population's willingness to pay to avoid weather modifications that are
perceived to have negative impacts. The aggregate (WTP) demand curve is the
marginal social benefit curve.

SUPPLY

PRICE
o

DEMAND (WTP}

Q
QUANTITY

CS = CONSUMER SURPLUS
PS = PRODUCER SURPLUS
PC = PRODUCTION COSTS
GROSS BENEFITS = CS + PS + PC
NET BENEFITS = CS + PS

FIGURE 4.1 Components Used in Valuing
Private Market Goods

Assume that there are no environmental, aesthetic, health, or other
external impacts associated with the production of electricity. Then the
gross benefits (in Figure 4.1) to society would be defined as the willing-
ness to pay (WTP) for guantity, Q, units of electricity; i.e., the area
under the demand curve left of quantity, Q. The net benefits to society are
the gross benefits less the production costs, or producer surplus plus
consumer surplus included in gross benefits. This is the shaded area in
Figure 4.1. The consumer surplus is the amount consumers are willing to pay
but do not have to. The producer surplus is the difference between the
costs of supplying electricity and what it is sold for. The net benefits,

therefore, are distributed on the basis of the respective surpluses to the
consumers and producers.
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Many of society's environmental problems today are a result of waste
disposal. When more than one product is produced, it is referred to as a
joint or multiple production process. In a physical sense, the materials
balance approach describes the production and consumption process in terms
of conservation of mass. Physical matter cannot be destroyed, therefore it
eventually becomes an extra market product for society to dispose of. Waste
disposal alternatives are influenced by available technology and existing
economic incentives (Seneca, 1974).

When the externality is negative and lowers the perceived quality of a
good, then WTP for that good decreases. For example, assume attendance at a
football game depends only on the weather. Given the opportunity, the

consumer would pay more to watch the game under fair weather conditions than
foul weather conditions.

If net benefits are a measure of social welfare when extra market
products are internalized, then there will be a shift in the marginal social
cost curve and a change in social welfare will result. Theoretically, when
the producer is producing an extra market good that is perceived by society
to have negative value and if he internalizes the cost for this good, then
his supply function shifts to the left and becomes the marginal social cost
curve instead of marginal private cost of supplying the commodity. The
amount supplied would then decrease (Q] to Q2) to the point where marginal
social benefits and costs are equal (Figure 4.2). The equilibrium point and
quantity move to the left and decrease. For example, if electricity generated
in a large energy center and transmitted out of the area creates weather
modifications with negative impacts to the Tocal population, many of the
positive benefits of the elecricity production accrue to people who are not
affected by the weather changes. The people not affected by the weather
modification are not paying the marginal social cost of electricity unless
the external costs resulting from weather modification are internalized.

Estimating the net benefits of electricity generation from an energy
center is difficult when considering the many impacts of weather modifica-

tions. One must determine all extra market costs and benefits associated
with weather modification and incorporate them into the supply curve.
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Exampies of these different impacts include effects on recreation, agri-
culture, forestry, health, aesthetics, transportation, home heating and
cooling. Analysis of that scope would probably require primary data con-
sisting of surveys and interviews. The survey attempts to directly determine
the WTP for a certain environmental quality. The worth of the survey lies in
accurately revealing consumer preferences and is a major determinant in
quality of the assessment. Gathering primary data is beyond the scope of
this project. However, the methodology is presented through similar examples
of externality assessments to provide a partial overview.

MSC

MpC

PRICE

/

MSB

@ Q  QUANTITY

MSB = MARGINAL SOCIAL BENEFIT
MPC = MARGINAL PRIVATE COSTS
MSC = MARGINAL SOCIAL COSTS

FIGURE 4.2 Incorporation of
External Effects

In many instances secondary data can be used to indicate consumer pref-
erence for nonmarket goods. This data measures the response to exteralities
and tends to provide underestimates of the actual damage. Examples of this
would be property value differential as an indicator of the value of a view,
measuring material damage due to pollution and human health effects measured
by medical expenses incurred and wages and productivity loss. The secondary
data in the following sections show the different approaches to valuing
weather modifications.
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4.2 Effects of Fog

4.2.1 Effects of Fogging on Air Traffic

The potential for increased fogging in a local area as a result of heat
dissipation to the atmosphere was previously discussed. Obvious potential
impacts include interference to both air and ground traffic and psychological
effects of reduced visibility, visible plumes, and effects on agriculture and
recreation.

Previous studies on the evaluation of fog costs to air traffic have
focused on the cost effectiveness of fog dispersion of weather sensitive
landing (Federal Aviation Administration (FAA), 1971; Pratt, 1972; Weinstein,
1974). These studies provide a base on which to compare the potential changes
in fogging as a result of heat dissipation.

The frequency of fog visibility less than current minimum aircraft
landing guidelines (100 ft ceiling and 1200 ft visibility) is estimated at
2 to 3 percent per year (FAA, 1971). The effect of this frequency tends to
be compounded by the persistence of fogging conditions. Thus, a flight may
be delayed several hours to as much as a day or two (Pratt, 1972). Fogging
conditions at the airport cause significant economic damage each year, and
any increase in fogging would contribute to the damages.

The most intensive study of fogging effects on air travel was completed
by the Federal Aviation Administration in late 1971. This FAA assessment
included scheduled aircraft arrivals of first and second class U.S. air
carriers, at 41 airports throughout the continental United States and
Anchorage, AK. The actual costs are outdated and fail to reflect the drastic
escalation of flight costs over the past few years (Weinstein, 1974). How-
ever, the worth of this study is not in the precise monetary assessment, but
rather as an indication of the relative magnitude of the potential cost of
fog disruption. If used as a base in which estimated increases of fog from
waste heat are included, the FAA study could be quite helpful in indicating
the degree of impact.

The FAA study separated the cost of fog disruption into flight delays,
diversions, and cancellations. This approach was based on a procedure
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developed by United Research Incorporation (1962) for an earlier study
entitled Economic Data Criteria for Federal Aviation Agency Expenditures.

The cost components of fog disruption included interrupted trip expense,
in-flight aircraft delay, passenger delay, ferrying expense for repositioned
aircraft, cost of subsequent cancellation, passenger revenue loss, duplicate
passenger handling, and savings in aircraft operating cost.

, Variables included in this analysis were average number of passenger
arrivals, direct aircraft operating cost per block hour, and the cost of
passenger delays. The first estimates in Table 4.1 were based on previous
reports with some adjustments made. These numbers were based on straight-
forward arithmetic calculations. The next calculation is a difficult but
relevant estimate. The cost of passenger delay was computed from the Bureau
of the Census data entitled 1967 Transportation Survey (United States Depart-

ment of Commerce, 1969). Data was averaged on hourly family income of

commercial air travellers. Estimates of this type are probably an
indication, at best, of minumum impact of passenger delay as a result of
flight disruption. As discussed earlier, economic theory suggests that
the consumer's WTP that would reveal full social cost of passenger
delays as a result of flight disruption could come from statistically
estimating demand functions for different modes of travel.

The results of the study showed a large cost variation among airports
throughout the U.S. Table 4.1 provides a range with John F. Kennedy Inter-
national (New York) having the highest cost and Birmingham International
(Alabama) the lowest. The cost of passenger delay was highest relative to
all other costs, which emphasizes the need for an estimate based on theoret-
ical rationale. The report concluded by recommending an in-depth cost-
benefit assessment for specific airport environments.

The Pratt (1974) analysis simulated weather sensitive landing at a
specific location. This analysis was a cost-benefit comparison of landing
techniques with limited visibility at McGuire Air Force Base in New Jersey.
The costs were estimated for installation of fog dispersal and landing sys-

tems. The benefits and costs, measured in terms of increased efficiency of
operating through the reduction of costs, included loss of productive flying
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and opportunity cost for delayed shipment. There was no cost applied to the
aircrew because of the fixed salary of military personnel, thus eliminating
comparison to civilian airports in terms of passenger delay. It should be
noted that consumer surplus does exist for individual military personnel.
This analysis developed a procedure for evaluating a specific location and is
an example of the detailed type of analysis needed to value inadvertent
weather modification resulting in increased fog.

Weinstein (1974) projected the interruption in airport runway operations
resulting from fogging conditions. Twenty-five Air Force bases throughout
the world were assessed for fog impact to aircraft. Using conservative
estimates, the study projected that the traffic at the bases in the U.S.
will be adversely affected by the fog 1 to 2% of the time. Provided in
this study was a direct indication of the magnitude of the effect of fog
on air traffic.

The various studies reviewed emphasized the economic damages of fog to
air traffic. According to the FAA study the cost of fog to an airport is
not only related to frequency of fog occurrences, but also to amount of
flight disruptions and delays to customers. Because fog costs are not
specific to geographic regions the estimation of economic damage from
increased fogging is site specific. In order to quantify economic damages
in monetary terms a site specific assessment would be required. Pratt's
analysis offers an example of possible assessment methodology. However,

a monetary assessment should be developed in this analysis for passenger
delays. Neither the Pratt nor the Weinstein studies accounted for this
cost. The FAA analysis indicated the magnitude of costs for passenger

delay, but the approach lacked the conceptual framework. In terms of
potential fog from energy centers, further assessments should be considered.

4.2.2 Effects of Fogging on Ground Travel

The potential for fogging due to the release of heat could interfere
with ground traffic. The fogging impacts reviewed include the effects of
accident rates, traffic delays, and a change in traffic patterns.
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Ground traffic interference is site specific; it depends on the location
of roads or highways to the site in terms of the meteorological potential for
fogging and also the traffic level on the road.

It is not clear that damage would be greater to ground traffic than to
air traffic because the damage is site specific. Again, the relative magnitude
of expenditures for accidents is no indication of relative or absolute damage.
Only by estimating the change in consumer and producer surpluses can we
estimate the relative and absolute impacts. The literature does provide some
findings that are generic in scope and give some indication of the magnitude
of the impact to ground traffic from increased fogging conditions.

A recent study on weather and road accidents by Codling (1974) assessed
the economic consequences of weather. However, this analysis was made in
England and it is not clear how it will apply to the United States. The
conclusions were similar in some aspects to studies analyzing the United
States' fogging conditions (Kochmond, 1970).

Codling (1974) reported that fog was estimated to increase injury
accidents 16% when compared to clear weather. However, accidents after dark
and those involving pedestrians were reduced significantly. It was also
found that accidents involving several vehicles on fast roads increased.

Codling estimated that the average cost of an accident to be £1600 or
$3800 in 1970 U.S. dollars. Included in this estimate are costs of medical
treatment, damage to vehicles and property, administration costs of police
and insurance, loss of output suffering, and bereavement. Not included in
the average cost per accident were the delays to vehicles not directly
involved in the accident. ‘

In an earlier report by Codling (1971) the effects of thick fog
(visibiiity of 200 meters or less) on traffic flow of accidents were assessed.
Based on historical meteorological data (1958-1967), thick fog was found
to be relatively infrequent, patchy, localized, and of short duration.

Only four week days of fog were analyzed because of sparse data. It was

found that traffic flow was reduced on the average of 20%, as a result of
fewer people traveling in bad weather. Although accident rates increased
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16%, many types of accidents decreased. As noted earlier, decreases in
pedestrian and after-dark accidents were reported. Further, there was no
change found in fatal or serious accidents; this was attributed to decrease
in traffic flow. However, slight injury accidents and casualties increased
significantly during daylight hours.

A study by Cornell Aeronautics Lab (Kochmond, 1970) on highway fog was
directed toward effective fog abatement and vehicle guidance systems. Speed
was found to be reduced 4.5 mph during the daylight hours when visibility
distance decreased from more than 1,000 ft to approximately 250 ft. The
ecomomic effects of the reduced speed were not estimated in this study. The
probability of over-driving in fog was found to increase as the visibility
decreases. The reduction in speed was not enough to reduce over-driving,
especially under lower visibility conditions. Further, the Cornell study
recommended research on the frequency of lower visibility conditions. It was
not found that the net effect of fog was to increase the accident rate.
Further, the multi-vehicle accident rate increased when four or more vehicles
were involved along with increased fatal injuries. There was no monetary
assessment of the fatal injuries or accidents. It is, therefore, not clear
what the significance of the Cornell findings is in terms of fog interference
to traffic.

This review of literature presented on the travel impacts of fog shows
that the evaluations of these impacts were lacking conceptual framework. The
economic approach to valuing fog should consider the value of change in
traffic patterns and the delay of reduced traffic speed rather than just
provide costs for accidents.

4.2.3 Aesthetic Effect of Fog

The psychological effects of reduced visibility caused by fog and
visible plumes from an energy center or a single power plant is an
aesthetic impact. This damage does not directly affect the financial well-
being of its consumer, but it does influence the consumer's perceived qual-
ity of 1ife. Aesthetics are nonexclusive in that their quality can be
consumed without decreasing the availability of the goods for others.
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Generally aesthetics are difficult to value without gathering primary data.
Generically the valuing of the potential fog from an energy center is not
feasible because of the site specific nature of the values.

A study conducted by New Mexico State University (Randall, 1974)
valuing the reduced aesthetics resulting from the Four Corners coal gener-
ating plant is a clear example of quantifying the environmental aesthetics.
The only damage that was assessed was the reduction in long distance visi-
bility and depth and color perception resulting from air pollutants. Other
aesthetic damages included the strip mines and transmission lines. The
objective of the study which was to estimate the benefits of abatements of
the aesthetic damage by determining the WTP for environmental improvement.

The WTP was determined by bidding games through interview. Criteria
for establishing the bidding game was that the situation presented be
credible and realistic to the respondents. Freeloading is a problem
because a view is nonexclusive. The benefits from abatement will be dis-
tributed to all consumers regardless of who pays abatement. Therefore,
the bidding was designed to assure the respondent that all consumers will
pay in a similar manner, thereby redycing this freeloader problem.

Three levels of environmental quality ranging from maximum environmental
damage with little or no abatement to minimal environmental damages. By
using yes or no questions the respondents were asked to identify the highest
amount of money they were willing to pay to achieve the various environmental
quality levels.

Various vehicles of payment were selected to determine the appropriate
method for the various affected populations. The population was divided
into residents of Indian reservations, other residents, and the tourists and
recreationalists. The bidding games included the payment through sales tax,
additional electric monthly payments, user fees, and compensation. The sales
tax, electricity bill and the user recreation fee games were analyzed further.
The nonrespondent rates from the electricity bill game indicated the respond-
ents were pffended by the assumption that receptors bear the costs of abate-
ent. Also, compensation games involved situations which were less familiar
and possibly not realistic or credible to respondents.
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The benefits of abatement which had taken place prior to 1972 were
estimated from the bids to range between $11 million and $15 million a
year. The benefits of complete abatement of emissions were estimated at
$19 million to $25 million annually. These estimates were derived from
the various bidding games. These aggregate bids are difficult to relate
to because they depend on the level of population. Therefore, Table 2
presents information on the average individual bids at two levels of
abatement. Further, the bids were separated into zones which were based
on distance from the plant, assuming that the closer locations to the
plant perceive greater aesthetic damage. The table bears this out.

TABLE 4.2. Average Bids in Dollars for Emission
Control Levels

Intermediate Complete
Control Control
(Some Emissions) (No Emissions)
Residents Average Bid/Year
Zone 1 & 2 52.51 82.62
Zone 3 & 4 ‘ 43.72 70.91
Recreationalists Avg. Bid/Day 1.34 2.10

This study suggests that if fogging or visible plumes cause aesthetic
environmental damage through obstruction of a view, then it will not be
revealed to the market place. In order to determine the costs to society
of the potential aesthetic impact from the thermal heat, further analysis
is needed. However, the Four Corners assessment provided an example of
the available assessment methodology and emphasized the monetary signifi-
cance of a view.

Traffic interference and aesthetic impacts have been briefly reviewed.
These are only a few examples of fogging effects. Additionally fog impacts
agriculture, forestry, and recreation. A composite cost benefit assessment

would consider all effects of increased fog.
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4.3 Values of Precipitation, Humidity, Temperature

Additional postulated weather modifications resulting from waste heat
release include increased precipitation and humidity, changes in precipita-
tion distribution and temperature.

4.3.1 Agricultural Effects

A short review of the literature follows to provide examples of current
methodologies. However, this review is limited in scope and is not a composite
of cost/benefit analyses.

Consider, for example, the total impacts of weather modification to the
agricultural industry. For each there would be a private market supply and
demand curve similar to those shown in Figure 4.1. If the costs and benefits
of weather modifications are incorporated into the marginal social cost curve,
the supply curve will shift to the right if weather modifications create
benefits, and to the left if it is a cost. As discussed in the previous
section, the changes in weather have many effects on agricultural yield,
all of which need to be incorporated into the supply function. Valuing
these impacts of weather modification is difficult and all encompassing.

For example, increased rainfall may increase wheat yields but hamper the
alfalfa hay harvest, thereby decreasing income from hay. In this situation
there would be an increase in economic welfare for society only if the net
benefits to wheat producers from weather modifications are greater than the
net loss to alphalfa producers and they are compensated for their losses.
However, questions of equity and compensation to alfalfa producers would

also be important societal considerations and could not be ignored. Previous
related studies that value weather modification in terms of agricultural
impacts include Shaul (1975), Schmity (1975), Mayo (1975), and Development and
Resource Corporation (1975).

4.3.2 Recreational Effects

Another example of a weather sensitive activity is recreation. An
assessment by Gibbs (1973) provides some insight on valuing the influence
of weather elements on recreation activity. Rainfall and temperature
are identified as having an inverse relationship to use of selected
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recreation sites. Typically, rainfall has a major bearing on outdoor recrea-
tion . Temperature was also associated with the number of visiting recrea-
tionists, although not necessarily significant with regard to energy center
effects on weather.

An additional assessment by Gibbs (1973) was directed towards the
measurement of the economic value of outdoor recreation for policy decisions.
By placing economic values on recreation activities, alternative developments
can be compared to determine the desirability of making an investment. The
optimal fee levels, based on demand, could also be estimated in advance.

4.3.3 Health Effects

Health impacts resulting from changes in the macro-climate were assessed
by estimating costs of health services and direct statistical estimates of
health costs (Anderson 1975). Results of the estimates are hypothetical
based on causal interpretation of regression relationships. But it was
interpreted that an increase in 1 a.m. humidity of one percentage point is
associated with an increase in the total mortality rate of 0.285 per
10,000 people. Of further interest, a decrease of one day per year of 90°F
maximum temperature was associated with an increase in total mortality rate
of 0.082 per 10,000 people.

Health costs were divided into monetary costs of health care and the
loss of output or time. Health care costs include the costs of physicians
and hospital services and medication and were estimated from the regression
results discussed above. The assessment's only conclusion was that health
effects of weather modification need further investigation.

4.3.4 General Quality of Life Effects

Effects of weather conditions on the perceived quality of life were
measured by Hoch (1974). Hoch's assessment supported the hypothesis that
higher wages compensate for "bad" climate. Factors contributing to higher
wages for a bad climate include additional heating/cooling expenses for
housing, transportation, types of clothing, possible medical expenses, and
also the nonmarket good of climate preference.
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The primary goal of Hoch's analysis was to estimate the climatic effects
on real income. Twenty-five occupations were considered in three samples.
The results concluded that the summer temperatures were the strongest vari-
ables. Also precipitation, wind velocity, and winter temperatures were often
statistically significant.

An average summer temperature around 74°F is optimal, given an average
amount of precipitation. Optimal summer temperatures are inversely related
to precipitation, that is, an increase in precipitation decreases the optimal
temperature. Geographically this would mean the climatic quality of the
arid west would improve with precipitation, but the south would improve
with less precipitation. The analysis of effects of changes in the weather
on welfare were significant. In one case, an average temperature decline
of 2.25°C and a 20% decline in precipitation were associated with a real
income decrease of approximately 2%.

4.3.5 Effects of Tornado Damage

An increase in the probability of a disaster such as a tornado endangers
both property and human lives. Based on data compiled at the National
Climatic Center, an average 655 tornadoes were reported annually in the
United States during the period 1953 through 1971. These tornadoes produced
an average property damage of $200 million and caused an average of 18 deaths,
and 200 injuries each year (Baldwin, 1973). These costs are related to
geographic location, tornado strength, and type of man-made structures.

The methodology of evaluating a human life is relevant when consider-
ing a disastrous tornado. Various approaches are available for placing
monetary values on a human 1ife. A short review of two representative
assessments follows.

Dubbin and Lutka (1946) measured the value of a 1ife in terms of the
present value of foregone earnings. Dubbin and Lutka's work as actuaries
for Metropolitan Life Insurance Company has been used extensively in legal
proceedings.
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A different approach was used by Mishan (1971). The Mishan approach
incorporated the compensating variation method which is the maximum amount
people would be willing to pay to avoid a hazard (tornado) given a probability
of physical injury or death from the hazard if it were to occur. This
assessment is a more appropriate approach because it estimates all costs
and benefits.

4.4 Summary of Economic Effects

A brief theoretical statement was made which defined benefits and costs
within a partial analysis framework. It was demonstrated how this framework
is used to assess the effects of environmental impacts and how inadvertant
weather modification should be analyzed within this conceptual framework.

Several empirical studies which related climatological indexes and
factors to economic indicators and activity were reviewed. The purpose of the
review was to evaluate the existing work with regard to (1) theoretical and
methodological bases and (2) the availability of empirically derived estimates
functions that could be used in a generic sense to evaluate the effects of
inadvertant weather modifications.

None of the studies reviewed, with the exception of Randall and Gibbs,
approached the problem from the point of view that willingness-to-pay was
the appropriate measure of valuing a particular impact. Most studies used
a basic expenditure approach which revealed only the amount that was paid,
a minimum estimate of value.

A1l of the studies except Codling (1974) were site specific in nature.
Therefore, bold assumptions would have to be made to generalize the results.
Cross-sectional or pooled data (if they exist) would have to be used for
estimating general functional forms relating inadvertant weather modification
to economic impacts.
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R*
RH

APPENDIX A

LIST OF SYMBOLS

specific heat at constant pressure

drop diameter

collection efficiency

saturation vapor pressure

rate of energy release

latent heat of vaporization

mass of hydrometeor (falling precipitation water, g m"3)
final hydrometeor water content (after leaving the plume)
initial hydrometeor water content (before entering the plume)
mass of air

molecular weight of water

the concentration of rain drops with diameters between D
and D =+ AD

constant in (B.1)

atmospheric pressure

cloud (p]ume) water content (g m'3)
precipitation rate

universal gas constant

relative humidity

temperature

time

wind component normal to an energy center

drop fall velocity



ARH
AT
At
Ay
AW

Az

vapor mixing ratio (g g'])

saturation vapor mixing ratio (g g'1)
accretion rate

height coordinate

depth of mixing

small change in relative humidity
small temeprature change

small time interval

width of side of an energy center normal wind direction
small change in vapor mixing ratio
p]umevthickness

air density

A-2
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APPENDIX B

INCREASE IN PRECIPITATION DUE TO
SEDIMENTATION THROUGH A PLUME OF THICKNESS Az

The total water mass accreted by a spectrum of rain drops passing

through a

From Kessl

Rewriting

dz _
where it -

Again usin
(v = 38.3

The final

For our ca

uniform cloud is given by

%%—= [7 % N<D>dD. (8.1)
er (1969), the righthand side of (B.1) can be expressed as

dM _ -4 7/8

It - 6.96 x 10 " E N0 qM . (B.2)

the lefthand side of (B.1) as

V, the drob fall velocity, we obtain

696 x 107 EN qn/8
- " . (B.4)

g Kessler's (1969) empirical expression for drop fall velocity

NO‘]/8 M]/S) and integrating (B.4), we obtain
6.96 x 1074 En /4 q |4
Moo= |m 174, 0 ¥4

f 0 ]53

precipitation rate, R, can be obtained from (Kessler, 1969)

9/8

R = 18.35 M8 mm hr”]

3 7 4

Tculations we have used q = 0.5 gm ~, N, = 10" m" and E = 0.7.

B-1
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Aerosol Number Concentration

Aerosol Size Distribution

Albedo
Ambient Rotation
Atmospheric Lapse Rate

Autecology

Capping Inversion

Climate Space

Cloud Street

Concentrated Convective Vortices

Conduction

Convection

Energy Center

C-1

Number of aerosol particles per
unit volume.

Distribution of aerosol particles
by size range. The distributions
in moisture and continental air
masses are different.

The fraction of the incoming solar
energy reflected back to space by
the earth and its atmosphere.

Rotation of the air prior to coming
under the influence of an external
force such as a large addition of
energy.

Variation of temperature with
height in the atmosphere.

Study of the interactions between
an individual and its environment.

A Tayer of warm air that Ties over
cooler air. The density stratifica-
tion that results tends to suppress
vertical motions.

Conceptual combination of the con-
ditions necessary for an organism's
survival. The space is bounded by
environmental factors such as temp-
erature and humidity as well as

physical considerations of volumes, etc.

A Tine of convective (cumulus) clouds.

Small scale atmospheric phenomena
such as dust devils, waterspouts and
tornadoes in which the air rotates
rapidly.

Energy transfer by physical contact
in a stationary medium.

Energy transfer by moving medium.

A group of 10 to 40 power plants
located on a common site. Supporting
facilities for the power plants may
also be included.



Evaporative Cooling

Forced Lifting

Frontal Precipitation

Heat Island

Homeotherms

Isopleth

Latent Heat

Lifting Condensation Level (LCL)

Low Level Buoyancy

MWe

Natural Draft Cooling Tower

The use of the evaporation of water
to dissipate excess energy and main-
tain a low temperature. Examples of
evaporative cooling systems are
cooling ponds, cooling towers and
once through cooling using river,
lake or sea water.

Upward displacement of air as it
moves over terrain or a more dense
air mass.

Precipitation that occurs at the
intersection of two air masses of
different densities as the less dense
air mass is lifted.

A region of warm air created by a
release of energy or a change in
thermal properties of the surface,
or both.

Warm blooded animals.

A 1ine connecting points of equal
value.

The energy required to vaporize a
Tiquid (water) and stored within the
vapor while in a gaseous state.

Height at which condensation occurs
in rising air.

An unstable atmospheric condition
in which air rises because it is
less dense than the surrounding
air. The buoyancy can be caused
by warming or the addition of
moisture.

Megawatt of electrical power,
generally refers to the visible
output of a generating facility.

A cooling system in which the
induced busy area of the air
resulting from evaporation of
water and warming drives the cir-
culation. These towers are
generally several hundred feet
high.



Orographic Precipitation

Orographic Systems.
Photosynthesis

Poikilotherms
Radiant Energy

Sensible Heat
Solar Energy Flux

Stratiform Layer

Subsidence
Synoptic Scale Extratropical Cyclone

Thermal Power Plant

Thermal Radiation

Vorticity

Wet-Bulb Temperature

Precipitation that occurs as air is
1ifted over topographic features.

Weather systems in which the precipi-
tation is caused by airflow over topo-
graphic features.

The process by which radiant energy
is convected to chemical energy in
plants.

Cold blooded animals.
See Thermal Radiation.

The energy used to increase temp-
erature.

The amount of solar energy received
per unit area per unit time.

A layer of clouds that occur in stable
air in which there is relatively
1ittle vertical motion. These layers
are characterized by uniform gray
coloration.

Slow downwind movement of air in the
center of a high pressure region.

A large scale weather system with a
characteristic diameter of 1000 km.

A power plant in which thermal energy
is convected into electrical energy.
The thermal energy may be derived from
a number of sources including nuclear
or fossil fuels.

Energy in the form of electromagnetic
waves emitted from a body proportional
to the fourth power of its temperature.

The tendency of a fluid to rotate.

The temperature determined by a
thermometer cooled by evaporation of
water from wick surrounding the bulb.
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